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CHAPTER 1: INTRODUCTION
MOTIVATION

The temperature of Utah’s Great Salt Lake (GSL) responds to regional weather and climate
through the interplay of local heating and cooling, evaporation, passage of storms, and the distri-
bution of precipitation throughout the watershed of its closed basin. In turn, the thermal charac-
teristics of the Lake and nearby playas (salt flats) contribute to the development of lake breezes,
salt breezes, lake-breeze fronts, and lake-effect snowstorms that affect the populace and water
resources of northern Utah.

As discussed by Hostetler (1995), lakes continually respond to climactic conditions over
broad spatial and temporal scales: lake temperature is governed by the balance of heat inputs and
outputs and lake stratification depends strongly on the seasonal atmospheric forcing. Bates et all.
(1993), Rodionov (1994b), Scott and Huff (1996), Grover and Sousounis (2002), and Laird and
Kristovitch (2002) examined the sensitivity of the Great Lakes to atmospheric forcing. Bussieres
and Shertzer (2003) and Rouse et all. (2003) have studied the impacts of atmospheric forcing
over a broad range of scales upon the Great Slave Lake, Canada. Linkages between local and
remote climate forcing have been noted for many terminal water bodies. Rodionov (1994a) stud-
ied linkages between climate forcing and anthropogenic influences upon the largest inland body,
the Caspian Sea. Anthropogenic dessication of the Aral Sea combined with climate variability
have been linked with regional climate changes in that region by Small et al. (2001ab). They used
in situ observations and satellite radiometer data to infer increases in temperature of the Aral Sea
from 1960-1997 in spring while the temperatures dropped significantly in the fall.

The immediate response of GSL temperature to atmospheric forcing can be quite clear.
Rapid cooling of the lake is often observed with the passage of strong cold fronts. Since no long-
term records of lake temperature exit, it has not been determined to what extent lake temperature
is sensitive to regional and remote climate forcing. The most obvious interactions between GSL
temperature and the overlying atmosphere are distinctly different in the warm season compared
to the cool season. During the warm season, temperature contrasts arising from the differences in
surface characteristics between the GSL/playas and the surrounding mountains and upland valley
drive local winds toward the lake and playas at night and away from them during the day (White-
man 1990; Segal et al. 1997; Whiteman 2000; Stewart et al. 2002; Horel 2003). Lake breeze and
salt breeze fronts (Zumpfe and Horel 2005; Rife et al. 2002) develop sharp discontinuities in
moisture, temperature and wind that affect local air quality and on occasion contribute to severe
weather, such as the 11 August 1999 tornado in Salt Lake City (Dunn and Vasiloff 2001).

As discussed by Gwynn (2002), scientific research and awareness of the GSL and its envi-
rons as an important ecosystem has increased in recent years. While data on the physical state of
the Lake have been collected manually for many years as part of the routine sampling programs
undertaken by researchers at the United States Geological Survey, Utah Geological Survey, and
Department of Natural Resources, the near surface temperature probe installed off Hat Island by
John Horel in September 1998 was the first long-term automated record of lake temperature. As
the lake level dropped in recent years, the sensor is now several kilometers from the nearest water.
A similar sensor was installed in September 1999 off Gunnison Island, although it is also above
water level now. Given the relatively poor spatial and temporal resolution of in situ observations
of Lake temperature, there is significant value in using long-term records of advanced very high
resolution radiometer (AVHRR) data from the NOAA polar-orbiting satellites to obtain a data set



useful for estimating the variability of Lake surface temperature on a variety of temporal and spa-
tial scales. Several decades of spatially high-resolution lake temperature data derived from satel-
lite thermal radiances will advance knowledge of the physical processes that control the spatial
and temporal variations in the surface temperature of the GSL and nearby playas and how these
variations may in turn affect local weather and climate.

While the Great Salt Lake has been an “object of observation” from the beginning of remote
sensing, no “comprehensive study of the lake through remote sensing” has been conducted to date
(Zastrow and Ridd 2002). Spatial variability in Lake surface temperature has been examined for
selected case studies and short field programs by several investigators (Baskin 1998; Zastrow and
Ridd 2002; Rich 2002). Zastrow and Ridd (2002) contrasted thermal imagery from Landsat in
1996 and 1994 and noted a number of temperature patterns related to lake depth and freshwater
sources. Rich (2002) used data from drifter bouys over a 48 day period during summer 1991 to
assess surface currents and temperature. Strong easterly currents to the west of the gap between
Antelope and Fremont Islands were attributed to a counterclockwise circulation arising from
Ekman pumping. She hypothesized that prevailing southerly flow over the south arm of the Lake
let to the Ekman pumping and also caused surface lake temperature to be warmer (colder) on the
east (west) side of the Gilbert Bay during June 1991.

The difficulties encountered in remote sensing of surface temperature are not trivial. Ther-
mal retrievals are complicated by instrument noise and calibration errors, atmospheric attenuation
of emitted radiation, cloud contamination, and surface effects like water roughness and emisivity
changes due to salinity and suspended particulate in the water (Robinson et al. 1984, Martin 2004,
Yokoyama 1993, Campbell 1996, Kondratyev and Filatov 1999). Since the late 1970’s, satellite-
derived sea surface temperature (SST) algorithms have been developed and rigorously validated
against bouy and ship in situ temperature data to obtain global satellite-derived SST’s with biases
between .1-.3 degrees C (McClain et all 1985, Li et all 2001, D. Oesch 2003). Regional studies
have also validated satellite SST retrieval algorithms with varying results. In some cases the glo-
bal algorithms were modified to improve retreivals in specific regions (Kizu and Sakaida 1995,
Shenoi 1999), while in other cases the global algorithms remained effective when applied region-
ally (Mason et al. 1999, Li et al. 2001, Oesch 2003) In the GSL region, it is clear that the process-
ing methodology appropriate for the open ocean or the coastal sea surface temperature may need
to be adapted to obtain GSL temperature data of the highest possible accuracy.

The purpose of this thesis is to present an initial study of the suitability of using AVHRR
lake temperature retreivals to study Great Salt Lake temperature. This study seeks to answer the
following questions:

1). What physical mechanisms control the spatial characteristics of Great Salt Lake surface

temperature observed in AVHRR imagery?
2). What are the sources and magnitudes of errors in estimating lake temperature
from satellite radiance data?
3). Given our knowledge of error uncertainty in GSL surface temperature, what
thermal features can we determine to be physical versus a construction of remote sens
ing limitations?

To answer these questions, AVHRR-derived images of Great Salt Lake surface temperature
have been studied over several months in combination with weather conditions around the Great
Salt Lake. In addition, a vast literature review has been conducted on possible factors influencing
thermal remote sensing retrievals over the Great Salt Lake. An overview of previous studies of
thermal characteristics of lakes using AVHRR imagery is also given. The theory and procedure of



using AVHRR raw radiance data to derive lake temperature and apply cloud masks are discussed
in Chapter 2. Chapter 3 gives a review of the meteorological and limnological factors influencing
lake surface temperature. Finally, in Chapter 4 the possible impact of remote sensing consider-
ations on lake temperature retrievals are presented. The study is briefly concluded and possible
future work are outlined in Chapter 5.

PREVIOUS STUDIES USING AVHRR IMAGERY TO STUDY LAKE TEMPERATURE

Satellite-derived SST’s have been rigorously validated from ship and bouy temperature
data, and have been widely used since the launch of AVHRR/2 on NOAA-7 in 1981. Use of sat-
ellite-derived AVHRR data has been used more sporatically for use in monitoring lakes, but has
gained more interest in recent years as the accuracy and availabiliy of AVHRR data set has
increased. Several factors make AVHRR data over lakes less reliable than over the ocean. First,
data may be less temporally consistent, as cloudy periods may completly exclude temperature
data over a lake for days or even weeks at a time. Over the ocean, there are typically always
regions that are cloud free due to its large surface area. Second, cloud masking is more difficult
over lakes because uniformity tests applied over the ocean cannot be applied over lakes due to the
high spatial variability of temperature within inland water bodies. Third, ice cover across large
northern lakes blocks measurements in those areas during the winter months. Fourth, validation
information for lakes is much less available than over the ocean, which makes it more difficult to
quantitatively use the satellite-derived data. Finally, the effects of water turbidity and surface
effects like waves and foam (and for the Great Salt Lake, salinity) on the water emissivity are
somewhat uncertain over lakes and coastal regions.

Nevertheless, use of AVHRR imagery for studying the thermal characteristics of lakes has
proved useful. The surface temperature dynamics and seasonal variability of the Great Lakes,
Lake Baikal, Great Slave Lake, Great Bear Lake, and Lake Lagoda and other European Lakes
have been studied (Oesch et all 2003, Hook et. all, 2003, Bussieres and Schertzer, 2003, Rouse et.
all, 2003, Schwab et. all, 1999, Bolgrien et. all, 1995). Over the Laurentian Great Lakes, AVHRR
imagery is processed daily to derive highly accurate lake surface temperature data. This data has
been used for several application, including daily estimates of average surface water temperature
and the seasonal dynamics of thermal features in the Great Lakes (Schwab et. all, 1999; Bolgrien
and Brooks, 1992; Li et. all 2001). In addition, the surface temperature dynamics and seasonal
temperature variability of several large and medium-sized European lakes and Canadian MacKen-
zie River basin lakes have been examined with AVHRR imagery, and more recently operational
processing of AVHRR data has been implemented at the University of Bern (Bolgrien et. all,
1995; Oesch et. all 2003; Bussieres and Schertzer, 2003). Many features of lake temperature
structure, including upwelling, thermal bars, and the influence of river runoff into the lake on lake
temperature patterns have been documented. As satellite data has become more widely used and
available, it is likely that interest in describing the interannual variability of lake temperature
using remote sensing data will increase. However, the data must be calibrated to in situ observa-
tions and error sources must be well understood and minimized to derive meaning from such a
data set.

The only known study which looked a the surface temperature of a saline lake was over
Lake Eyre, Australia by Barton and Takashima (1986), and a discussion of some of those results
will be presented in later sections. One advantage to remote sensing over the Great Salt Lake is
that the climate of the region is semi-arid, meaning that annual sunshine and hence uncontami-



nated lake temperature pixels are more common over the Great Salt Lake than over most other
lakes, particularly during the summer and fall months. One disadvantage is that the Great Salt
Lake has larger variations in turbidity and surface characteristics (foam, surface waves, etc) than
most freshwater lakes, and the collective effects of these on emissivity and hence temperature
retrievals are not certain. In addition, the presence of a warm, low-moisture airmass over the
region during the warmer months of the year may make the application of the global SST algo-
rithms unsuitable over the Great Salt Lake (Barton and Takashima, 1986).

Using AVHRR imagery to investigate the Great Salt Lake has many applications beyond
studying climate variability. AVHRR visible imagery has been used in several studies over salt
playas to describe the seasonal variability of playas (Bryant, 2002; Roshier and Rumbachs 2004).
Playas are extremely climatically sensitive to changes in regional aridity (Bryant, 1999). The
AVHRR visible channel imagery over the Great Salt Lake region could be used to describe playa
surface area in relation to variations in the infrared thermal channels, as well as provide estimates
of the evaporative flux across the Great Salt Lake and surrounding playas. In addition, lake tur-
bidity can be derived from AVHRR visible channel data. In some lakes, this turbidity gives some
measure of the phytoplankton in the water. While AVHRR imagery does not provide accurate
chlorophyll pigment concentrenatations, it can give estimates of concentrations when the water is
transparent and little other particulates exist (Semovsky 2000). Additional research is required to
determine whether or not chlorophyll estimates can be made over the Great Salt Lake using
AVHRR imagery during calm spring and summer weather conditions.

The use of a long-term record of AVHRR-derived temperatures for monitoring climate
change in lakes is essentially nonexistent, although recent work has hinted at the use of this data
for climate change studies. However, the sea and lake satellite-derived temperature data sets are
approaching the point where accuracy and temporal coverage are sufficient to determine a climate
signal from the data (Zhang et. all 2004) As stated in Bussieres and Schertzer (2003),

“Observation of year-to-year variations in the seasonal water temperature trends of water bod
ies would be of interest to the modeling of climate change.” Studying year-to-year variations
requires in the seasonal water temperature trends of water bodies requires a continuous
infrared data set at sufficient resolution, proper calibration, of the data to account for drift in
sensor performance, accurate ground georeferencing, and improvement in accuracy...AVHRR
data, and the Moderate Resolution Imaging Spectroradiometer (MODIS) sensor data from sat
ellites like terra and aqua can probably meet most of these requirements.”

Casey and Cornillion (1999) found that SST’s with high accuracy (to within .2 °C) could be
used to detect global climate change within the two decade period of SST’s that is currently
observable. Since SST retreivals currently have accuracy to about +/-0.5 °C, global climate sig-
nals may soon be possible (Martin 2004). Over the Great Salt Lake, regional climate changes may
be observed with much higher error levels, given that lake is very shallow and responds quickly to
temperature anomalies over the land, and to wet and dry spells through the interplay of evapora-
tion and precipitation within its closed basin.

CHAPTER 2: DATA AND METHODS

In this section we describe the processing methodology used to obtain AVHRR satellite-
derived temperature data over the GSL. The data obtained from each AVHRR channel is dis-
cussed and visual examples of data obtained in each channel are presented. Then the theory for



deriving lake surface temperature from raw satellite radiances is presented, beginning with con-
verting observed satellite radiances to brightness temperature and subsequently using split-win-
dow techniques and various assumptions to derive the sea surface temperature. This section
concludes with a description of the cloud masking scheme used to identify and remove cloud-
contaminated pixels.

The data for this initial study looking at the thermal characteristics of the GSL used prepro-
cessed CoastWatch files, in which the surface temperature was already processed for the GSL
using the techniques described herein. In addition, land and coastline masks are created in the
postprocessing by CoastWatch. The images presented in this work are also generated using the
CoastWatch software visualization package.

DESCRIPTION OF AVHRR CHANNEL DATA

NOAA polar-orbiting satellites have been equipped with an advanced very high resolution
radiometer(AVHRR/2) since the launch of NOAA-7 in 1981. AVHRR/2 measures reflected radi-
ence in two visible spectral bands and emitted radience in two or three thermal infrared channels.
Beginning with the launch of NOAA-15, the AVHRR/3 instrument has provided six channels,
with an additional channel (channel 3a) in the visible-near infrared region. For AVHRR/2, the
five channels have effective wavelengths around .63 p (channel 1), .86 pu (channel 2), 3.7 p (chan-
nel 3), 10.8 u (channel 4), and 11.5 p (channel 5). The AVHRR/3 added channel has an effective
wavelength of 1.6 p (channel 3A). Detailed information on both AVHRR/2 and AVHRR/3 can
be found in the NOAA POES and KLM Data User’s Guide (http://www2.ncdc.noaa.gov/docs/
podug/index.htm and http://www2.ncdc.noaa.gov/docs/klm/).

AVHRR/3 channels 1 and 2 are recieved from NOAA polar-orbiting satellites for all day-
time passes. Both channels are centered near the longer wavelengths of the visible spectrum. The
reflectance data from the AVHRR channels 1 and 2 can be used to determine the turbidity of the
GSL. Strong scattering by turbid waters reflects much light, which will show up as enhanced
reflectance on the AVHRR images. The scattering particles that determine the turbidity of water
in the GSL include phytoplankton, brine shrimp and brine fly eggs, and a host of organic and inor-
ganic sediments. The reflectance of the lake is not only a function of the quantity, physical prop-
erties, and size distribution of suspended particulate matter, but also of the temperature of the
water and the angle of the sun and the satellite. Under certain conditions, a distinct gradient in
reflectance exists between the north and south arms of the Lake, hypothesized to be caused by the
different scattering and absorption properties of the algae in the different parts of the lake. How-
ever, during other conditions the reflectance of the entire lake is relatively uniform. Figures 1 and
2 show the albedo of the GSL for days when the lake showed high and low reflectivity variations
between the north and south arms. More research is needed to explain these desrepancies in the
visible channels.

The primary use of the AVHRR channel 1 and 2 data in describing the thermal characteris-
tics of the GSL is for cloud masking. Because of the relatively high reflectance of most clouds
compared to water, most clouds can be detected by a simple threshold test for albedo over the
lake. However, during windy conditions the enhanced albedo of lake water increases the spectral
reflectance such that clear lake surface may be classified as cloud. This problem will be addressed
in the cloud masking section.

AVHRR channel 3a is a near IR channel which measures reflectance and has replaced the
standard Channel 3 channel during daytime passes of NOAA-17. NOAA-16 remains with the use



of channel 3 during daytime and nighttime operations. Channel 3a is used primarily for snow
detection because snow is spectrally distinct from clouds in this channel. Its exact utility in cloud
masking over the GSL needs further study. However, the albedo of the lake is typicallcally about
half the values noted in channels 1 and 2 (Figure 3); thus, the threshold for cloudy pixels may be
able to be set to a lower value to aid in cloud detection in this channel.

Channel 3b is used during daytime and nighttime and receives both reflected solar radiation
and emitted infrared radiation during the daytime hours. This channel is very valuable in detecting
hot spots for fire detection, and is also used cloud mapping and cloud property retrievals. There
has been some debate as to whether channel 3a or channel 3b are more valuable during daytime
operations (Rosenfeld et. all, 2004). This channel is also used for cloud detection, and cloud tests
using this channel are discussed in later sections. An example of channel 3 is illustrated in Figure
4. This channel is not used for deriving sea surface temperature because of sun glint problems.

Channels 4 and 5 are centered in the thermal infrared and are used for deriving lake or sea
surface temperature. The theory of split-window techniques employed uses the difference in
retrieved brightness temperatures in these two channels to account for attenuation of emitted
infrared energy by water vapor. Water vapor attenuation is slightly greater in channel 5, meaning
that the retrieved temperature is cooler. The attenuation is theoretically corrected for using split-
window techniques, which will be described in the next section. A derived estimate of lake tem-
perature is then produced using the brightness temperatures sensed in the channels 4 and 5. Fig-
ure 5(a-c) gives an example of clear-sky brightness temperature for each channel over the GSL as
well as the derived lake temperature using methods described next.

HOW SEA SURFACE TEMPERATURES ARE DERIVED:

For this study, post-processed AVHRR data was obtained directly from CoastWatch through
a special program initiated prior to the 2002 Winter Olympics to obtain lake temperature data for
forecasting guidance during the the 2002 Winter Games in Salt Lake City, Utah. However, addi-
tional AVHRR raw satellite data was also obtained via anonymous ftp through the NOAA/NES-
DIS Comprehensive Large Array-data Stewardship System (www.saa.noaa.gov). The full
resolution data was downloaded in High Resolution Picture Transmission (HRPT) format. The
level 1b HRPT data are unpacked binary with each satellite scan line containing raw channel 1-5
radiances. The entire processing procedure for converting raw satellite radiances into temperature
at the lake surface is now described, although in practice this was mostly done in the post-process-
ing stage at CoastWatch.

The raw satellite radiances are recieved at local HRPT recieving stations. For the Great Salt
Lake, the recieving station beginning in 1999 is Monterrey, California. Prior to that date, other
stations located in Alaska and Virginia had to be used to get AVHRR imagery over the GSL.
Because the GSL is near the end of their coverage area, the retrieved swaths occur at relatively

large satellite zenith angles (> 60°). This may cause large errors in the derived lake temperature as
there is angular dependence on the emissivity emitted from the lake surface. This issue will need
to be explored further before a long-term record of GSL temperatures prior to 1999 are created.

For this study, however, only HRPT data from the Monterrey HRPT receiving stations is consid-

ered, which has typical satelite zenith angles less than 45°.
Pre-processing is conducted at each NOAA recieving station which creates earth location
files and appends calibration and satellite navigation files to the raw HRPT data stream. Coast-



watch Format Sofware Ultilitities and Library were obtained by the University of Utah in 2002 for
visualizing Coastwatch HDF files. The CoastWatch utilities also have the capability to import and
process level 1b HRPT data.

Each AVHRR instrument is calibrated before launch using a evacuated test chamber at a
cold space temperature of 288 K. Even so, errors are introduced by the instument, which depend
on factors such as internal operating temperature and radiometer age. However, nonlinear correc-
tions (Brown et all. 1993) can be applied to the HRPT data stream that results in an improvement
in the accuracy of the retrieved brightness temperature. The nonlinear correction method was
derived from a detailed reanalysis of linear calibration procedures previously done at NOAA to
calibrate the AVHRR instrument (Walton 1998) and will not be discussed further here.

Next, the brightness temperature of for each thermal channel is then computed using the
Planck equation:

T(E) = (C,7)/(In(1 +(C, V) /E))

where T is the temperature (K) for the radiance value E, V is the central wave number of the chan-
nel (cm-1), and C; and C, are constants. The central wave number is a function of temperature for

each channel and can be found in the NOAA Polar Orbiters Data User’s Guide. In the Coast-
Watch software, a single central wavenumber is used for the 270 to 310K wavenumber range.

Finally, sea surface temperature is approximated from the raw channel radiances using lin-
ear and nonlinar multichannel algorithms. These algorithms and the theory behind them are dis-
cussed next.

SPLIT-WINDOW TECHNIQUES

The theory behind split-window techniques for estimating SST’s is relatively simple.
Absorption of surface radiation with corresponding emittance of atmospheric radiation results in
the radiation emitted from the surface being absorbed and reemitted by gases and particles in the
atmosphere (McMillan 1984). As shown in McClain et al. (1984) using the mean value theorem
of calculus yields the following radiative transfer equation,

I, = BT, +B(T)(1-1) N

where I}, is the observed satellite radiance, T; is top of atmosphere radiance, T is the sea surface

temperature, B(T) is the Planck function at a given temperature T. The transmissivity of the atmo-
sphere is represented by T;.

The atmospheric absorption in the thermal infrared channels occurs at low levels in the
atmosphere, where water vapor is concentrated. The influence of aerosols on atmospheric trans-
missivity is too variable to be modeled explicity and how aerosol effects are included in deriving
SST’s will be described later. Because atmospheric absorption occurs primarily at low levels, a
constant mean atmospheric temperature T; is assumed for all channels. Because water vapor is the



primary absorber in these channels, transmittance can be approximated by the following equation,
where k; is the absorption coefficient and X depends on the amount of water vapor present. (2)

T; = 1 —kl.X
()

assumes that transmitance is a linear function of water vapor amount, a simplification that is not
always true. (1) is then expanded in a Taylor series in terms of temperatuere

T,-T, = kX(T-T,) 5

Where Ty is the sea surface brightness temperature and T; the brightness temperature at the given

spectral interval. Combining (3) with another identical equation for another spectral interval j,
gives

T T = gy )T T)
4)

The outcome of (4) is that is the difference between the observed temperature and what is
observed in channel 1 is linearly related to the difference between the brightness temperature
between two different window channels i and j. This is the basis of the operational nonlinear SST
equations in use today. McClain (1985) used regression of (T,-T;) against (T;-T;) to obtain a sur-

face temperature given the retrieved radiances. A series of diverse temperature/humitity profiles
were used to simulate brightness temperatures that correspond to a given atmospheric profile
(with the lowest level of the vertical profile assumed to be the surface temperature). However,
this technique was found to have substantial bias as the derived radiances were not calibrated to
surface measurements, in part because available in situ measurements are derived from bouys
below the ocean surface. This problem was solved by multiplying the result of (4) by constants
derived empirically by regressing the results of (4) with in situ observations. The multi-channel
algorithms (4) now took the form of (5), where the C;, C,, and C5 are constants that were deter-

— 5)
SST = C, T+ Co(T,~Ts) + C; (

mined by least-squares regression of satellite SST retreivals with in situ matchup observations
(Walton 1998, Martin 2004). The form of the split window algorithm in (4) and (5) assumes that
T, is independent of satellite zenith angle and total columnar water vapor. Zenith angle correction



terms have since been added to the linear SST’s to better approximate atmospheric attenuation
(Martin 2004).

For very moist or dry conditions, the linearization of the water vapor effect in (4) and (5)
can be undesirable. Nonlinear multichannel algorithms for satellite-derived SST’s have been
developed in the past decade with the goal of accounting for cases where the atmospheric trans-
mittance cannot be approximated accurately with (2). The method developed for this purpose was
called the cross product sea surface temperature (CPSST) (Walton 1988, Walton 1998). The cur-
rent operational nonlinear (NLSST) equations (6) includes a term to correct for a varying satellite
zenith angle, as well as implicitly accounting for the nonlinear influence of water vapor amount in
the atmosphere on SST retrievals (Martin 2004).

SST = C T4+ CyT o (Ty—Ts)+ C3(Ty—T5)(sec(0-1))+Cy ©

The constants C;-Cy4 are again determined empirically using statistical regression methodology.
The constant Tgpis the “first guess value” of SST and is taken from climatology or the linear

MCSST approximation (Barton 1992, Oesch 2003). These constants represent our best method of
correcting the derived product to match with our observational data set, and as such they correct
for a number of error sources that are not well understood.

The basic methodology of deriving SST’s using MCSST and NLSST techniques has
changed very little in the last 15 years. Most deviation from the above equations has been in the
form of redefining the constants C,, using more detailed in situ validation. Another important

point to note about derivating the operational SST alogorithm coefficients is that the retreived
radiences sense the top 30 p of the water column but are validated against “bulk” bouy measure-
ments from instruments located 1 m below the water’s surface. Complications arising because of
this assumption will be discussed later.

PROCESSING : CLOUD MASKING

A cloud masking file is appended to the CoastWatch files obtained by the University of
Utah. The cloud masking algorithm and the theory behind the various tests is presented in this
section.

The cloud identification process varies from day to night, and uses a combination of data
from AVHRR visible and thermal channels to screen for clouds. The cloud detection tests are
based on the facts that clouds are more reflective and are colder than the ocean, and the ocean is
nearly uniform in temperature and reflectivity over large regions (Stowe et all. 1999). Cloud
detection tests include threshold tests and uniformity tests. Threshold tests identify individual
cloudy pixels that are more reflective or colder than the ocean surface, while uniformity tests
examine the thermal or reflective variability of a rectangular array of pixels to determine cloudy
regions. There are also tests that identify specific cloud types using retrieval data from several
channels, and tests that compare pixel values to climatology (Martin 2004).

Cloud masking procedures have all but eliminated SST errors introduced by cloud contam-
ination over the oceans (Robinson et. al. 1984). However, the full set of cloud tests used over the
ocean is too restrictive over the GSL. Most notably, uniformity tests are not applied over the



Lake because of the highly nonuniform nature of the surface temperatures. Because of this, more
cloud contamination can be expected in satellite-derived temperature over the GSL than over the
ocean. However, because the GSL region is so small, the test thresholds on various cloud tests
may be able to be set to more stringent values than over large oceanic regions, making possible
improvements in the cloud tests that are used.

Cloud masking of AVHRR thermal imagery is conducted primarily through the Clouds
from AVHRR (CLAVR) algorithm, developed to classify clouds for 4-km GAC AVHRR data.
Different algorithms are conducted for daytime and nighttime imagery, with daytime cloud mask-
ing of the highest quality because of the use of the differing reflectance properties of lake and
cloud surfaces (Stowe et. all, 1999). The set of CLAVR tests used over the GSL are a subset of the
CLAVR algorithms developed for cloud masking over the Great Lakes (Maturi and Pitchel,
1993). Similar cloud masking procedures have been used over European lakes (Oesch, 2003).
Recent developments in the CLAVR algorithm have led to the development of an improved cloud
masking algorithm, the CLAVR-x. The CLAVR-x contains improved thresholds on existing tests
as well as some additional tests. The CLAVR-x will not be described in this section, but future
improvements in the cloud-masking capabilities are likely once the CLAVR-x is implemented
over the GSL (CLAVR-x user’s manual, 2004).

The scientific basis and evaluation of CLAVR-1 cloud masking techniques are given in
Stowe et. all (1999). In the visible and near IR spectrum (0.3-3 microns--AVHRR channels 1,2,
and 3a), the incident solar radiation dominates the thermally emitted radiation. The amount of
reflected solar radiation depends on the physical and chemical composition of the Earth’s surface
and atmosphere. In the thermal infrared, from about 3-20 microns (AVHRR channels 3b, 4 and
5), earth-atmosphere components can be discriminated through their absorption and reemission
properties.

During the daytime the differing reflectance properties of the land and water in the visible
spectrum (channels 1 and 2) are used to detect clouds over these areas. Tests that use the various
reflectance properties of clouds and land or water surfaces include “contrast signatures” (differing
composition of system components) and “spectral signatures”’(component that reflects beeter in
one part of the visible spectrum than another). Additionally, spatial signatures (how uniform is the
reflectivity field) can be used to discriminate between clouds and land/ocean features. In the ther-
mal IR, attenuation of the outgoing radiation is primarily due to water vapor and aerosols.

A number of tests have also been developed in the thermal infrared spectrum, and these tests
are crucial for cloud masking, expecially for thin clouds during the day and for all clouds at night.
In this spectral region the contrast, spectal, and spatial signatures still apply, but the differing
absorption and reemission properties of clouds, land and water surfaces are used to distinguish
between clouds and water surfaces. The nighttime cloud detection tests depend on channels 3-5
differences. Emissivity of clouds and ocean are such that the difference T5-T3 will be positive in

cloudy regions and negative in clear regions. In addition, the difference T4-T5 is used to help

detect the presence of thin cirrus clouds during both day and night.

Each cloud test has a threshold value, determined through theoretical and empirical meth-
ods, that is used to determine whether a pixel is water or cloud. For instance, if the reflectivity of
any pixel is over 20% then it is classified as cloud, otherwise that particular test classifies the
pixel as clear. Many of the various test thresholds currently used by CoastWatch cloud masking
procedures could possibly be refined to more accuratly mask clouds over the GSL once detailed
knowledge about the reflectance and emission properties of the region are known. However, this
requires careful examination of cloud and surface channel retrievals for an entire range of temper-



ature, season, and solar/satellite zenith angles--a significant task that has not yet been applied.
Perhaps a more feasible improvement would be to apply some of the improved thresholds derived
for the CLAVR-x algorithm. The following text lists the tests currently used over the GSL and the
threshold values.

Cloud Tests used on the Great Salt Lake (Adapted from Maturi and Pichel 1993)

CLAVR Test DAY/NIGHT Channel Used Threshold
Reflective Gross Cloud Test (RGCT) DAY 1,2 >10%*
Reflectance Ratio Cloud Test (RRCT) DAY 2 0.9<R>1.1*
Channel 3 Albedo Test (C3AT) DAY 3,45 >3%
Four Minus Five Test (FMFT) DAY/NIGHT 4,5 function(T4)
Thermal Gross Cloud Test (TGCT)  DAY/NIGHT 4 <271%*
Uniform Low Stratus Test (ULST) NIGHT 3,5 function(T4)
Cirrus Test (CIRT) NIGHT 3,5 function(T4)

* Values used can and will likely be modified in the future to enhance cloud detection over the
Great Salt Lake

Reflective Gross Cloud Test:

Channels used: channel 2 (over ocean) and channel 1 over land. Both channels are useful over th
Great Salt Lake for detecting clouds. The reflectance of the GSL is generally less

than 10%, except in regions of sun glint. The reflectance of most thick clouds is much higher,
such that any pixels with a reflectance over 10% are classified as cloudy.

Reflectance Ratio Cloud Test:

This test computes the ratio of channel 1 to channel 2. If this ratio is between 0.9 and 1.1, the pres
ence of clouds is indicated. For cloud-free ocean this ratio is typically less than .75. Over vege
tated land surfaces, the ratio is typically greater than 1.2. However, for desert regions, RRCT is
typically in the cloud range.

Channel 3 Albedo Test:

This test is useful for detecting thin clouds or partial cloud contamination from sub-pixel sized
clouds. Channel 3b detects reflected solar radiation as well as emitted thermal radiation. This
cloud test estimates the emitted infrared radiation by using channel 4 and 5. Reflected radiation in
channel 3 is subtracted from the total emitted radiance. The reflected component is then used to
estimate a equivalent isotropic albedo. Cloud-free land surfaces are appreciably brighter than the
ocean. Thus, the threshold albedo value for cloud detection is much lower over water than over
land.

Channel 4 Minus Channel 5 Test:

Used to detect thin cirrus which can have larger differences that are caused by water vapor attenu
ation. This test is employed primarily to detect thin cirrus which can produce larger FMFT values
than are possible than water vapor attenuation alone. This results from ice particles having a lower
emissivity (higher transmissivity) at 10.8 than at 11.9 microns, creating a FMFT signature similar
to that of water vapor. However, if cirrus are thick enough, then the difference can be greater than



that caused by water vapor alone. The threshold for this test is is a function of channel four bright

ness temperature. There may be issues with this test when a temperature inversion exists and over
land (threshold needs to be higher).

Thermal Gross Cloud Test:

This test examines the channel 4 temperature versus a threshold of 271 K over the ocean--which
corresponds to 0 degrees Celcius surface temperature. Over the GSL, the test needs to

be changed to about -4 degrees C during midwinter, as subfreezing lake temperatures are common
since the high salinity lowers the lakes freezing point about 5 degrees.

Uniform Low Stratus Test:
This is an important test at night. Used to detect low stratus clouds that have a similar brightness
temperature as the surface. Works because clouds are more reflective and atmosphere more trans
parent at 3.7 microns than at 10.8 and or 11.9 microns.

ULST threshold = exp (a + bT4) -1.0

a=-9.375, b=.0342, and threshold varies from 273 to 300 K.

Cirrus Test:
The cirrus test is defined as the difference between channel 3 and 5 temperatures divided by the
channel 5 temperature

While not integrated into the operational LST algorithm, pixels viewed with an satellite
zenith angle greater than 53 degrees leads to less accurate SST retrievals, since there is more
atmospheric attenuation of surface emittance for longer path lengths. This could be a problem
with IR satellite data prior to 1999, when the Great Salt Lake region tended to be covered near the
edges of the archived LAC swaths.

In addition to cloud-masking, georeferencing of the satellite images is necessary as there is
some inherent error in assigning pixel values to a location on a grid. The images of the GSL can
be accurately georeferenced by using several known physical features: 1) The Southern Pacific
Railroad (SPRR) causeway, which divides the north and south arms, and 2) shoreline locations
where there is steep bathymetry, such as just to the east of Antelope Island and Freemont Islands.

PROBLEMS WITH CLOUD MASKING OVER THE GREAT SALT LAKE

Cloud tests which use the infrared channels are very sensitive to variations in the relative
differences of the channel brightness temperatures. Typical values of various channel differences
over the ocean (e.g., channel 4 minus channel 5 test) may not always be true over the highly
saline GSL. In addition, there are channel-dependent changes in emissivity due to the salinity and
turbidity of the GSL. In multiple instances, areas of the lake have been falsely detected as cloud
using these difference tests. Figure 6 shows how much of the GSL was classified as cloudy during
a clear day in January 2005. The lake temperature in this region was around zero degrees Celsius
in this image, and it is believed that the FMFT algorithm yielded values in the “cloudy” range due
to the presence of ice in the lake water.

In addition, turbidity in the lake shows large variations, which directly impacts the visible
channel albedo and the brightness temperature in different channels. Thus, reflectance thresholds
for clouds over the GSL will vary with the limnology and meteorology. Figure 7 illustrates how a



windstorm over the lake on April 13th, 2005 increased the channel 1 reflectivity of the GSL such
that all tests which use reflectivity measurements classified the lake as cloudy. In addition, the
relative values of the channel four and five brightness temperatures were decreased to a value out-
side of those values typically expected over the oceans. Figure 8 shows the results of the FMFT in
which most of the north arm was falsely classified as cloud. The values of the FMFT are also
given, and show that the difference in the channel four and five temperatures was reduced in that
region.

Cloud contamination from thin cirrus clouds that are not detected by any cloud tests can
have a noticable impact on derived GSL temperatures. Figure 9 shows a GOES visible and infra-
red image and the derived SST product for a day with an approaching thin cirrus shield. Notice
how the thinnest cirrus near the leading edge of the cloud shield is not masked as cloud, but has
the effect of lowering the lake temperature several degrees.

An improved set of threshold values derived for the unique Great Salt Lake region cloud
tests and/or an improved understanding of the conditions in which certain tests falsely detect the
lake surface are required to enhance the accuracy of cloud detection.

CHAPTER 3: FACTORS INFLUENCING GREAT SALT LAKE TEMPERATURE

The surface temperature of the GSL depends on complex interactions between wind, latent/
sensible energy exchanges, lake stratification, bathymetry, transparency, and vertical and hori-
zontal water motions. Determining the primary mechanisms controlling lake surface temperature
variability is difficult as the relative magnitude of the parameters described above are not well-
understood in the GSL. In particular, the lake stratification regime and the circulation patterns in
the lake are not spatially or temperally documented. Analysis of AVHRR imagery in combination
with the knowledge of key physical mechanisms influencing lake surface temperature will hope-
fully yield conclusive information on temperature variability in the lake.

While the relative importance of the various physical mechanisms is not certain, a limnolog-
ical review shows that GSL surface temperature is controlled primarily by the following factors:

1). Solar heating and infrared cooling of surface water and playa bottom
in very shallow waters

2). Wind forcing resulting in 1) mixing with cooler or warmer subsur
face water and 2) upwelling/downwelling

3). Lake currents and associated advection of cooler/warmer waters

4). River inflow (seasonal)

5). Evaporative cooling

6). Seiching

A description of the limnology surrounding each of these controls on the surface tempera-
ture and some possible examples of the effect of these controls on lake surface temperature as
seen in AVHRR imagery of the GSL follows.

SOLAR HEATING AND INFRARED COOLING

The most obvious factor influencing the surface lake temperature of the GSL is solar heating
and infrared cooling. Under calm winds during the summer months the lake surface can warm
very rapidly. This is due in part to the fact that the specific heat capacity of GSL is about 20% less
than for fresh water. In addition, the many shallow bays and shoals along the lake heat up very



rapidly as the sediments and ground under the shallow water absorb energy and transfer it to the
water above. The very warm bay water becomes less dense, and is able to float out over the lake
surface as a warm, lighter density current. In addition, at night the bays are able to cool more rap-
idly, but if the enough fresh water has entered the bay, the water will enter the lake as a less dense
but possibly cooler surface layer. Figure 10 gives examples of some cases where strong heating of
the lake resulted in very warm temperatures in the shallow areas of the lake, with areas of warmer
water possibly entering the lake as a less dense, warm surface layer.

Because of the high salinity of the GSL, it has a specific heat that is significantly less than
that of pure water. Millero et all (1973) gave a method to determine the specific heat at surface
pressure for water at temperature T and salinity S can be calculated as:

3

C,(S.T,0) = C,(0,7,0)+ s(-(7.6444 +0.107276T— 1.3839 x 10~ 13)) +520.17709 - 4.0772 x 10 >

T+53539x 10 17

C,(0, T,0) = 4217.4~3.720283T + 0.14128557" — 2.654387 x 101" +2.093236 x 101"

Using a typical temperature of the GSL, 295 K, we will compare the specific heats of freshwater

and high salinity water. The value for parctical salinity S is essentially the same as PSU, or practi-
cal salininty units. Thus, the PSU of the ocean is around 35 psu. The GSL, which is typically 3-5

times saltier than the ocean should have a psu of at least 160. Comparing the specific heats for the
GSL C(160,295,0) versus for freshwater C,(0,295,0) calculated at this temperature, we get

Cp(0,295,0) = 4182 J/kg deg K
Cp(160,295,0) = 3451 J/kg deg K
which illustrates that the GSL heat capacity is around 20% less than for fresh water at a tempera-

ture of 20° C. This partially explains why the GSL is able to heat up and cool off so rapidly from
daytime to night.

BACKGROUND ON OPTICAL PROPERTIES AND SOLAR HEATING:

The optical properties of lakes influence the surface heating of the water since the clarity of
the water determines the absorption of solar energy as a function of depth. In addition, turbidity
fluctuation influnce the emissivity of saline water, an important consideration for satellite retriev-
als over the GSL discussed later.

The optical properties of lakes are a function of the water quality and the incoming direct
and indirect solar radiation. The annully averaged incoming radiation is a function of latitude and
average cloud cover across the region of interest. Reflection at the surface of the water decreases



how much radiation actually enters the water and also has a dependence on the angle of incoming
radiation as well as the turbidity of the water itself. Reflectance from lakes according to Hutchin-
son (1957) varies from 10% in winter to 7% in summer. The average annual reflectance and
Mono Lake, California was found to be about 7% (Mason 1967). Reflectance values in visible
channels 2 and 3 over the GSL have been onserved to range from 4 to 14% in observed AVHRR
imagery.

Most information regarding the transparency of saline lakes is derived from Secci discs,
which measure the water’s optical transparency. The Secci disc transparency measurements are
highly variable, ranging from a a few centimeters to over 10 meters. The lowest transparency
occurs when there are large amounts of suspended organic or inorganic sediments in the water.
These conditions occur when there are phytoplankton blooms or sediments are suspended through
wind forcing. Shallow saline lakes, like the GSL, tend to have low transparency due to wind forc-
ing that continully mixes bottom sediments to the surface. Transparency measurements in shal-
low, polymictic Sasketchewan salt lakes were generally below 1 meter due to the constant wind
stress. In highly productive saline lakes, phytoplankton have been found to reduce transparency to
a few centimeters (Hammer, 1984).

Transparency measurements are typically correlated with turbidity measurements.
Decreased transparency usually corresponds to an increase in the amount of suspended organic or
nonorganic particles. However, Kulby (1982) found that salinity had a negative correlation with
turbity measurements in California playa lakes, with the lowest turbidity in those lakes with the
highest dissolved solid concentrations (Hammer, 1984).

The apparent colour of playa lakes is highly variable, as illustrated by the differing colour of
the north and south arms of the GSL. The colors are typically caused by variable concentrations of
different algae species. The red color of the north arm of Great Salt Lake is caused by the abun-
dance of the Artemia phytoplankton.

For the GSL, significant daily to seasonal lake transparency variations are noted due to
irregular strong wind events, seasonal algae blooms, and river particlate discharge. EPA water
qualtity tests found that the turbidity of the GSL between 1.0 and 95.0 NTU’s , or nepheliometric
turbidity units. The variations in suspended solids was found to be between 0 and 500 mg/liter
(EPA Utah Water Quality Data). These variations in lake turbidity could lead to variations in lake
surface emissivity (discussed later) and how rapidly the lake surface temperature heats up, partic-
ularly under stratified, calm weather conditions. Because the variability of the light penetration
will influence how the absorption of incoming solar radiation is distributed in the water column,
under stratified lake conditions, lower transpariencies would tend to cause intense heating of the
top of the water column, since little radiation would be transmitted and absorbed in the subsurface
water.

LAKE MOTION: INTRODUCTION

Limited research has been conducted looking at water movement in saline lakes (Hammer,
1986). However, the circulation and mixing patterns in any lake are coupled to a number of well-
understood physical forcing mechanisms that influence surface lake motion and hence tempera-
ture.

Turbulent motions in lakes can be classified as waves or currents. The relative importance
of these two mechanisms in mixing lake waters varies from lake to lake. Wind and heat loss or
gain at the lake surface are the two primary mechanisms which drive lake motion. Wind drives



both surface and internal (called seiches) waves as well as surface currents. Density differences
in horizontal and vertical directions create density currents.

WIND FORCING: MIXING, UPWELLING/DOWNWELLING, THERMAL TEMPERA-
TURE STRUCTURE, DENSITY STRATIFICATION

In large, deep freshwater lakes, it is typically not difficult to determine the causes of areas of
cold or warm water and circulation in the lake. However, the temperature variability patterns
found in the GSL need to be carefully analyzed in order to determine the lake dynamics responsi-
ble for any observed anomalies. It is difficult to distinguish between wind-driven dynamics (i.e.,
upwelling/downwelling, areas of enhanced/supressed mixing), and variations in surface heating
of the water as described earlier. Better understanding of lake stratification would help somewhat
to alleviate this problem.

The GSL is a shallow lake with a large wind fetch, so the entire lake column is believed to
mix whenever there is a moderate wind event across the lake. This mixing event is known as
polymictic (Kalff 2002). Thus, the vertical temperature profile becomes isothermal after each
large wind event. However, because of the large number of shallow bays and shoals surrounding
the lake and the generally shallow nature of the lake, lake surface temperature responds quite rap-
idly to surface warming and cooling. During the Spring and Summer, intense surface heating of
the surface water layer above cooler, deeper water creates thermal stratification of the water col-
umn. At the same time, weaker winds leads to less mixing and hence the ability of the temperature
stratification to become semi-permanent during the summer months. Thus, during quescient peri-
ods a seasonal thermocline may develop that is not regularly mixed out (Kalff 2002).

LAKE STRATIFICATION

Shallow saline lakes tend to be polymictic, or have frequent mixing of the entire water col-
umn. Many shallow saline lakes mix “continually or daily, such that water temperature lag the air
temperatures by only a few degrees. The exact mixing regime of the GSL is not well known. After
the construction of the SPRR railroad causeway in 1959, the differences in brine sainities between
the north and south arms of the Lake created a permanent dense brine layer in the bottom of the
south arm. Stephens and Gillespie (1976) describe this condition, with a dense brine layer below
7.5 meter depth that was not disturbed even during storms. This condition of permanent density
stratification remained intact in the south arm until mid-1991, at which point the permanent strat-
ification dissappeared due to declining water levels and the creation of a breach in the causeway
that allowed water from the two arms of the lake to mix. Between 1959 and 1991, the GSL was
classified as meromictic, meaning that is was characterized by partial or incomplete mixing.

Since 1991, the GSL has been polymictic, although periods of lake stratification of days to
weeks or longer probably occur. Stratification in very shallow (less than 4 meters) Saskatechewan
lakes was investigated by Hammer and Haynes (1978), and it was found that periods of stratifica-
tion were confined to brief periods of light winds and hot temperatures. However, because of the
higher density of saline lakes, the mean depths required for stratification are less for saline lakes
than for fresh water lakes, since a given amount of wind energy will overturn less depth of a
denser substance. In Sasketchewan freshwater lakes, prolonged stratificaton of the lake only
occurs when the mean depth is over 10 meters. Somewhat less depth is required for saline lakes to
become stratified, and it is well established that saline lakes “may exhibit very sharp vertical strat-



ification in temperature” (Northcote and Hall 1983). Even though the mean depth of the GSL is
under 5 meters, it is likely that the deeper parts of the lake are thermally stratified whenever there
are periods of relatively light winds. Interestingly, Stephens and Gillespie (1976) found that the
temperature of the surface mixed layer (above 7.5 meters) had temperatures that ranged from 10

°C in April to 27 °C in July, while the temperature of the dense, stabe brine layer ranged from 10

°C to as much as 24 °C in August. Hammer hypothesized that the warm deep water temperatures
were caused by heliothermic heating--the fact that the deeper water with higher salinity has a
lower specific heat and thus warms more rapidly for a given amount of solar insolaton. Interest-
ingly, this would require relatively clear lake conditions for light to penetrate appreciably to 7.5
meter depths. This so-called “greenhouse effect” in the lake is called heliothermal heating
(Egorov, 1993). Another consideration for the GSL is that years with a much larger that average
runoff would likely see stronger stratification due the increased density stratification caused by
the lighter freshwater runoff over the more saline lake water, and would also see an enhanced
“greenhouse” effect which would impact lake temperature.

During periods of weak winds in the fall cooling period, convection is the primary mixing
energy contributor. A study of the saline Lake Mahoney in British Columbia found that convec-
tive mixing accounted for 72% of the mixing energy on the lake during the fall (Ward et all,
1990).

EFFECT OF WIND FORCING ON GREAT SALT LAKE TEMPERATURE

It is likely that wind is by far the most important factor is determining GSL surface temper-
ature after solar heating (and perhaps convective mixing during the fall). Thus, differential mixing
caused by variations of wind speed and direction across various regions of the lake, interacting
with lake topography and thermal stratification, would produce the largest variations in lake sur-
face temperature. Studies on the hypersaline Dead Sea and the less saline lake Kinneret have
found that variations in the local thermally-driven flows result in variations in mixing depth and
consequently surface water temperature across the lake. Pan et. all (2002) found there were large
variations in the temperature field in lake Kinerret due to differential winds and land-lake temper-
ature contrasts. This effect appears to be quite notable in the GSL. Figure 11 shows the differ-
ences in temperature believed to be caused by differences in the mixing depth between various
regions of the lake due to variations in the wind speed observed over the lake surface. Note the
cooler regions in the south and north arms hypothetically caused by more intense mixing due to
locally stronger winds in those areas. Figure 12 shows the effect of strong winds on mixing the
water column and inhibiting the warming effect of the sun on the surface temperature of the Lake
during a windy day.

The depth of mechanical mixing by wind-driven waves in a lake depends on the 1) density
stratification , and 2) the wind speed. During periods where there is a varying vertical temperature
profile this would lead to changes in surface temperature that would be a function of the depth of
mixing that was occuring. Surface gravity waves, or simply waves, are definitely the most impor-
tant water movement in the GSL. Because of its large surface area, the Great Salt Lake is capable
of having large waves when the wind is strong. Wetzel (1938) derived an empirical relationship
for estimating maximum wave height

H=0.332 F%



where F is the maximum fetch in Kilometers. For the Great Salt Lake F is roughly 30 kilometers
east-west across the lake, and over 60 kilometers along a northwest to southeast axis in the South
arm of the lake south of the causeway. The corresponding maximum wave heights are:

H (30 km) = 1.8 meters

H (100 km) = 2.6 meters
While these numbers may be an overestimate in the GSL due to its shallow nature and the fact
that saline water is more dense than fresh water, it becomes clear that waves with a height nearly
1/4 as high as the maximum depth of the GSL are possible in extreme northwest wind events.
Because the density of the GSL water is approximately 30% higher than fresh water, it takes more
wind forcing to move the denser water (Hecht).

In addition to direct turbulent mixing of the water column by the wind, the wind also drives
larger-scale Ekman transport of lake water and associated upwelling/downwelling within the
water column. At this point, determining the upwelling of water due to direct wind stress and that
due to Ekman pumping effects in the GSL has been unsuccessful because of the high variability in
wind speeds and direction around the lake. Consequently, determining a true upwelling signal
versus an “enhanced mixing” signal in the thermal fields of the GSL has been impossible. Figure
13 shows an example of what appears to be upwelling to the north of the SPRR causeway on
April 16th, 2005. However, there are some uncertainties as to whether the apparent cold signal is
really upwelling of colder water, or some construction of the remote sensing limitations, such as
an unknown change in emissivity that influenced the satellite retrieval over that region.

Despite its shallow nature, seiches are still a common occurence in the GSL. Exactly how
these may impact lake temperaure is unknown, but could be a possible explanation for the
upwelling signatures noted along the SPRR causeway. Gauge stations on the lake have found the
presence of seiches happening every few days due to wind forcing over the GSL throughout the
year. Over the south arrm, the period of the oscillation was found to be around 6 hours (Lin,
1976).

LAKE CURRENTS

Infrared thermal images have been used extensively to study the circulation regimes in lakes
because the temperature variability found in the images gives information to the location of gyres,
thermal fronts, and areas of upwelling in lakes.

Wind forcing, Ekman pumping, and density currents in combination with the lake bottom
topography and river inflow to the lake all contribute to the net GSL circulation. However, the
primary forcing mechanisms of lake circulation in the GSL remain the subject of speculation and
confliciting theories. The circulation pattern of the GSL may vary from year to year depending on
such factors as density stratification, runoff volume, and the area and depth of the Lake. This is
thought to be partly because of the complex topography surrounding the lake and the uneven dis-
tribution of wind intensity and direction across the lake. However, studies investigation lake
movement in lake Kinneret, Israel, show that the lake-breeze has little impact on the larger lake
circulation (Pan et all, 2002). Rich (1991) proposed that the prevailing circulation in the south
arm should include a counter-clouckwise rotation driven by the Coriolis force, assuming a pre-
vailing southwesterly wind for the GSL. Others have proposed that lake circulation is driven pri-
marily by river inflow (Katzenburger and Whelan, 1975) while others studies have theorized that
wind was not a significant factor in driving lake circulation (Gwynn, 1978). The possible impact
of river inflow and lake circulation on the surface temperature of the GSL needs to be monitored



further using satellite imagery before any hypotheses can be proven. One difficulty using the
remote sensing approach is that distinguishing lake currents in the thermal imagery may prove
difficult at best. Figure 14 shows possible cold river inflow from the Weber river; however, the
signal has appeared so sporatically in thermal images of the GSL that the exact cause of the cold
signal is still uncertain.

Accurate lake bathymetry information, crucial to determining lake circulation will become
available over the GSL for the first time this summer (Baskin, personnal communication). This

will aid in future determinations of lake circulation and areas where we might expect upwelling in
the lake.

CHAPTER 4: IS THE IMAGE REALLY WHAT WE THINK IT IS? ERROR SOURCES
AND OTHER REMOTE SENSING CONSIDERATIONS:

Accurate satellite-derived sea surface temperature (SST) or lake surface temperature (LST)
data requires careful consideration of instrument errors and atmospheric and surface processes
that influence the upwelling radiation field (Figure 15). Sources of error include instrument
noise, poor sensor calibration, cloud contamination, atmospheric absorption and emission, air-sea
interaction, and surface characteristics including water surface roughness and turbidity (Brown
1993, Martin 2004). Even within the atmospheric window region, the radiation reaching a satellite
radiometer has been “contaminated” by atmospheric absorption and subsequent re-emission of
radiation (McMillin, 1984), and compensating for the atmosphere’s effects when deriving SST’s
from satellite radiance retrievals was the focus of much research during the first two decades of
remote thermal sensing (Anding and Kauth 1970, McClain 1984, McMillin 1984, Walton 1988).

Water vapor, clouds, and atmospheric aerosols all influence the upwelling radiation field.
Water vapor attenuation is corrected for in the SST operational algorithms using split-window
techniques described earlier (McClain 1984, Walton, 1988). Because attenuation of water vapor
changes between different infrared bands, several bands can be used in combination to determine
and correct the contributing atmospheric radiance. In this section we will give an overview of the
primary error sources in deriving GSL temperature: surface emissivity effects, atmospheric atten-
uation, and instrument noise/calibration.

SURFACE EMISSIVITY EFFECTS

Emissivity variations of as little as .01 correspond to as much as one degree change in sur-
face temperature retrievals for a completely dry atmosphere (Wen-Yau et. all, 1987). In reality,
atmospheric moisture acts to decrease the sensitivity of the satellite to the emissivity variations

such that for a moist water vapor sounding, an emissivity variation of .01 yield only around 0.2 °C
change in retrieved temperature. In the following discussion, we will show how a satellite under-
estimating or overestimating emissivity when calculating SST will lead to surface temperatures
that are warmer or colder than the true surface temperature, respectively.

Because emissivity is relatively constant across the world’s lakes and oceans, the influence
of emissivity variations on the satellite-derived surface temperatures has been largely neglected
(Gnatt, 1988). A constant emissivity value between .98 and 1.00 is generally used for deriving
SST’s with high accuracy. Brown et. all (1996) investigated the surface emissivity of the ocean
skin layer using a ship-bourne interferometer in the Gulf of Mexico. Studies on the infrared char-
acteristics of ocean waters have supported that assumption, finding that the observed range of



ocean reflectivity/emissivity are so small that they influence sea surface temperature retrievals
very little.

However, for large zenith angles, strong winds, or highly turbid saline water, variations in
emissivity may contribute to significant errors in sea surface temperature fields (Smith et all,
1997, Gnatt, 1988). Research on surface emissivity in turbid coastal regions of the ocean have
noted that emissivity variations may be significant when mapping surface temperatures in coastal
areas (Gantt, 1988, Wen-Yao et. all., 1987). Because of the unique environment of the hypersa-
line GSL, an overview of the influence of salinity, turbidity, and wind on the emissivity character-
istics is crucial for determining possible error sources for satellite-derived infrared temperature
retrievals over the lake. Under calm conditions, emissivity variations are not expected to contrib-
ute more than 1 degree C to the total error of satellite-derived temperatures over the GSL. Under
turbid and very windy conditions, as well as at larger satellite zenith angles, the errors may be
larger and more research is needed to quantify the possible impacts.

The emissivity from a plane water surface is given in Masuda et all (1988). The authors note
three factors which influence surface emissivity:
1). Surface roughness and surface foam or slicks
2). Changes in refractive index due to salinity, chlorinity, and temperature changes
3). Zenith angle dependence

In addition, several studies have concluded that emissivity is also a function of the turbidity
of water, i.e., the amount of suspended organic or inorganic matter. We will discuss each of these
influnces in more detail below. First, however, we present a first-order approximation of tempera-
ture changes in association with changes in emissivity.

Consider greybody irradiance described through Stephan-Boltzmanns law:

E = goT*

Where E is the greybody irradience, € is the emissivity, ¢ is the Stephan-Boltzmann constant and
T is the temperature of the greybody. In most sea surface temperature retrievals, the emissivity is
considered a constant value between 1.0 and .98. For our discussion here, let us assume that the

emissivity is assumed to remain some constant value €, when calculating satellite brightness tem-

peratures. Second, assume that the emissivity of the surface being remotely sensed does not really
have an emissivity of g,, but instead has a true emissivity g, plus some correction factor, de, such

that the true emissivity of the surface g; being sensed is & = €, + de. Because of this fact, the satel-
lite-derived temperature using the value of e0 will not be the actual temperature of the emitting
object, which is in reality emitting at a true temperature T;= T+ dT. To determine the influence
of the differences between the satellite observed temperature and the true temperature, consider
the equation



which yields the relation
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we can see from this relation that when the true emissivity et is lower (higher) than the emissivity
eo being assumed in deriving satellite observed brightness temperatures, the true brightness tem-
perature of the emitting surface is warmer (colder) than the satellite-derived brightness tempera-

ture. Substituting into the relation above yields
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The relationship described in the last equation is shown in Figure 16. describing how large of an
emissivity change is associated with a temperature difference dt between a given satellite-derived

temperature T and the true surface temperature T. Generally speaking, a 1 °C change in tempera-
ture is associated with around a .01 change in emissivity. This theoretical argument is important
for determining how much of the temperature variability seen in the GSL could be due to emissiv-
ity variations in the water, and will be examinied in the following discussion.

The variables that most influence emissivity can be listed in the following equation (modi-
fied from Gantt with additions, 1987), where (1) is the influnce of salinity on emissivity, (2) is the
influence of temperature on emissivity, (3) and (4) are the influence of inorganic and organic sus-
pended particles on emissivity, and (7) and (8) are the influence of zenith angle and surface slicks
on emissivity. The influence of (6) and (7) will not be discussed, at they are very small compared
to the other terms and relate to the use of radiometer bandwidth and operating wavelength on the
emissivity variations.
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EFFECT OF TEMPERATURE ON EMISSIVITY

Term (2), which describes how emissivity changes with changing temperature, can be partly
answered using the mathematical description looking at greybody changes in emissivity with
changes in temperature as described above. Figure 16 shows the differences observed in emissiv-
ity for a given change in temperature as a function of temperature. In these examples, we have
graphed the relationship for temperatures of 275 and 300 degrees K. These figures show that
emissivity has a relatively small dependence on temperature variation. Figure 17 shows that there
is still a noticable variation in emissivity across the range of observed temperatures for salty and
fresh water. These emissivity variations are not directly accounted for in deriving global SST’s,
although they are probably partially accounted for in deriving temperature-dependent bias-correc-
tions for the global SST algorithms. Because of the high salinity of the GSL, the variations in
spectral emissivity over the lake temperature range are surely somewhat different than that shown
in Figure 17.

EFFECT OF SALINITY ON EMISSIVITY

Friedman (1969) compared the thermal characteristics of ocean water and pure water and
found that salinity concentration does have a small influence on the emissivity of water. Increas-
ing dissolved ions in the water changes the optical properties by shifing absorption lines and
increasing the index of refraction. One important consideration is that the concentration of signif-
icant ions in the GSL is not the same as ocean water, with the GSL having higher values of cho-
rine ions than is found in the ocean. Friedman’s work assumes relative concentrations of



chlorinity and salinity in their calculations. It is unknown what effects this might have on the
results obtained for the GSL.

Friedman’s experiments detected the shift in absorption bands due to increasing the salinity
of the water by using a grating spectrometer to measure the transmittance of three saline solutions.
The first solution was half as salty as typical ocean water, the second contained salt concentra-
tions comperable to ocean water, and the third contained twice the concentration of salt as the typ-
ical ocean solution. Figure 18 shows the relative transmittance of the different salt water
concentrations in the 10.5-12 micron region. The shift of the relative concentration lines with dif-
ferent salt concentrations show an absorption band shift that appears somewhat constant with
changing frequency. Thus, transmissivity appears to be a linear function of the salinity content in
the thermal infrared region. A procedure was developed from these transmissivity measurements
to calculate the index of refraction and extinction coefficient for oceans water. Figure 19 shows
the effects of relative salt concentrations on the reflectance of ocean water. What is apparent is
that linear corrections for water reflectance for a hypersaline lake like the GSL may be necessary
in determining the emissivity of the lake. Friedman recommends linear extrapolation for other
values. In addition, an additional correction factor is necessary for the extinction coefficient in the
ir region between 11.8 and 15 microns to correct for changes in intensity of the absorption band as
salt concentration increases.

Barton (1986) found that the water surface emissivity dependence on zenith angle
(described in next section) and salinty for Lake Eyre, Australia, using the data given by Friedman,
which is approximately as highly saline as the GSL, results in less than 1 degrees K error in sur-
face temperature approximation. Figure 20. shows salinity versus emissivity for various zenith
angles. Note that for large zenith angles, the salinity effect would become much larger, as was the
case for the pure versus saline water shown in Masuda et all (1997).

The salinity effect is typically neglected in sea surface temperature retrievals. However,
research in turbid oceanic regions, such as coastlines or in regions where large rivers meet the
ocean, has found that the influnence of suspended organic or inorganic materials in salt water also
influence the emissivity, and may need to be included in sea surface temperature retrievals along
coastal waters (Wen-Yao et. all, 1987, Gantt, 1988). For the GSL, which has salinities much
higher, the errors due to neglecting the salinity effect are larger than that between pure and ocean
water, but still thought to be less than a degree K.

EFFECTS OF ZENITH ANGLE ON EMISSIVITY

Masuda et all (1997). compare the emissivity from pure and sea water for typical wave-
lengths for AVHRR thermal ir channels. It is seen that emissivity is a function of zenith angle and
salinity. Within a zenith angle of 50 degrees, the differences in emissivity between fresh water
and ocean water are less than 0.1%. This effect is basically due to the fact that at large satellite
zenith angles, less radiation is emitted from the water surface in that direction. In addition, limb
darkening due to a longer atmospheric path results in more attenuation of the outgoing radiation.
For larger zenith angles, the difference becomes much larger(not shown). For zenith angles less
than 60 degrees, the corresponding temperature changes are very small (order 0.1 degrees K).

EFFECTS OF SURFACE ROUGHNESS/SLICKS/FOAM ON EMISSIVITY



Several studies have found that the surface emissivity is weakly dependent on the roughness
of the sea surface. Waves on the water influence the upwelling radiation field primarily by what is
called shadowing, which is illustrated in Figure 21. Radiation leaving the water surface is blocked
by the adjacent wave crest, such that a satellite at a far zenith angle recieves less radiation. In
addition, ir radiation is reflected by the waves surfaces, altering the outgoing radiation field. Wu
and Smith developed a rigorous model to determine the influence of rough sea surfaces on the
emisivity of the ocean. Theri results corresponded quite well with results obtained by Masuda et
all, with relatively small effects of wind speed on surface emissivity for zenith angles less than 50
degrees and winds less than 15 m/s (See Figure 6). However, the effect of the wind increases for
zenith angles over 50 degrees.

Foam or oil on the water surface is known to influence emisivity, but their influence on the sur-
face reflectance has not been documented quantatatively. In the visible region foam is known to
have a strong influnce on the reflectance, resulting in the presence of a “white cap,” or region of
high reflectivity.

It is unknown what effect various matter floating on the GSL might influnce emissivity. Areas
of concentrated Brine Fly or Brine Shrimp eggs or other organic matter may act as enough of a
film on the lake to influence emissivity. In addition, the presence of phytoplankton and other
organic and inorganic matter suspended in the lake may also influence emissivity, as is described
in the next section.

EFFECTS OF TURBIDITY ON SURFACE EMISSIVITY

Possibly the largest error source for GSL temperature retrievals are variations in the surface
emissivity of the lake due to organic and inorganic suspended sediments in the lake. More
research is needed to further describe the emissivity differences that might be attributed to the
types and concentrations of suspended particulates in the GSL.

The effect of turbidity on the emissivity of ocean water has been examined in several stud-
ies. The following description of the influence of suspended particulates in the lake summarizes
the findings of Gantt(1988) and Wen-Yau et. all(1987). However, before we begin the descrip-
tion, one important point must be made: Studies have found that freshwater emissivity does not
have sensitivity to sediment loading (Davies et all, 1971), whereas sea water does. It is conciev-
able, then that the high salinity of the GSL serves to magnify the results of the lake turbidity on
emissivity.

The magnitude of the influence of turbidity on GSL surface emissivity is uncertain. It is pos-
sible that the upwelling of turbid water shown in Figure 13 near the causeway of the GSL may be
responsible for false temperature anomalies produced by sharp emissivity variations. Gantt (1988)
hypothesized that there is a relationship between salinity and the sensitivity of lake surface emis-
sivity to increasing organic and nonorganic sediment concentrations. If this is true, emissivity
over the highly saline GSL may be highly sensitive to particulate loading in the lake. However, to
our knowledge the relationship between salinity, turbidity, and emissivity has not been described
or quantified. For our purposes, we will apply the documented emissivity characteristics of sea
water to our discussion of their possible impacts on temperature retrievals over the GSL, with the
caution that these results may not be strictly applicable to a hypersaline environment.

The following description summarizes the findings Liu-Yau shown in Table 1. Emissivity
for various temperatures and organic and inorganic sediment concentrations are listed. The inor-
ganic material consisted of grey-colored tidal creek clay-silt sediment, and the organic material



was crushed marsh peat. Emissivity values were obtained using a Barnes 8-14 micron PRT-5 radi-
ometer on prepared sea water with salinty concentrations of 35 ppm. What we see is a general
decrease in emissivity as the amount of organic and inorganic matter is increased from clear sea
water to 100,000 mg/l of suspended particulate. This decrease is illustrated in Figure 22. We can
see that emissivity decreases more rapidly as the water becomes highly turbid. Values of turbidity
in the 60,000 to 100,000 mg/L are often observed in the Yellow River in China, while values of
less than 200 mg/L are typical in the Delaware Bay region of the Atlantic Ocean. Values for the
GSL obtained from EPA water quality tests conducted in the south arm of the GSL show that total
suspended sediment mass is still relatively low, in the 50-500 mg/L range. Within this range, there
should be little impact on the derived lake surface temperatures assuming that the information in
Figure 22 is applicable to the GSL. However, it is likely that under strong winds these numbers
increase exponentially, and the turbidity effect may be significant,

As noted earlier, the effect of water vapor in the atmosphere is to diminish the impact of
emissivity on the surface temperature retrievals. In a very dry atmosphere, however, the atmo-
spheric influence would be minimal, and the surface emissivity variations would influence the
satellite temperature retrievals. Given that emissivity decreases by approximately .01 for every 1
degree K change in emissivity, a change in turbidity from clear to extremely sediment-loaded
water (100,000 mg/L) would result in a decrease of emissivity from around 0.975 to 0.945.
Assuming that the satellite uses a constant value for emissivity when calculating brightness tem-

peratures, that would result in a maximum negative bias of over 3 © C in derived surface tempera-

ture. The “causeway effect” described above has occurred with biases larger that 4 °C, during
periods when sediment loading was unlikely to be anywhere near 100,000 mg/L. Thus, assuming
that the emissivity variations above can be applied to the GSL, some of the the variations in tem-
perature must be physical and not caused by emissivity variations.

ADDITIONAL SATELLITE RETRIEVAL ERROR SOURCES

In this section we describe instrument considerations and atmospheric attenuation on the
outgoing infrared radiation field. Before that is decribed, the issues that result from the skin and
atmospheric effects are discussed.

The coefficients used in the linear and nonlinear SST algorithms discussed in Chapter 2 are
derived to compensate for a multitude of error sources (the largest of which is the aerosol effect)
without quantifying or determining the source of the error. The inflence of the largest attenuator,
water vapor, is quantitatively corrected for using the split-window techniques. On a global scale,
deriving these coefficients using a global surface matchup bouy data set has been highly success-
ful (Li et al. 2001). However, in some regions the globally-derived SST algorithm coefficients
will yield inaccurate SST results. Shenoi found that application of the global SST algorithms con-
tained unacceptable biases of 1-2 degrees C in the north Indian Ocean. Results were greatly
improved, however, through the derivation of local calibration coefficients.

HOW APPLICABLE ARE THE OPERATIONAL SPLIT-WINDOW SST’s EQUATIONS
OVER THE GREAT SALT LAKE? ATMOSPHERIC AND SKIN EFFECTS

It has been found that large SST estimation errors appeared when large differences in tem-
perature existed between air temperature and bouy SST (Robinson et al. 1984, Prata 1990,



Yokoyama 1993). The continental location of the GSL makes it more susceptable to large air-
water temperature differences than maritime locations. These errors are thought to be primarily
caused by the atmospheric and cool skin/warm layer effects discussed in the next section.

Barton and Takashima (1986) investigated the surface temperature of the hypersaline Aus-
tralian Lake Eyre and found that use of the standard lake surface temperature algorithms as dis-
cussed earlier were not applicable to the Lake Eyre region because of the large land-lake
temperature difference due to advection of warm, dry air form the land over the relatively cool
lake water during the day and the strong cooling of the air above the water at night. This is due to
the fact that a large vertical temperature profile exists, which is not accounted for in the standard
SST equations. These equations use typical marine temperature and humidity profiles when cal-
culating the transmissivity (water vapor attenuation) with the split-window techniques. In addi-
tion, a constant mean atmospheiric temperature is used to derive SST and they assume that the air
temperature at the lake-atmosphere interface is identical to the lake temperature. The atmospheric
profile assumed in the global models is derived using a “geographically diverse set of atmo-
spheric profiles... to obtain sets of surface temperatures corresponding to atmospheric brightness
temperatures.” These, in turn, are regressed with predicted bouy temperature data to obtain a
“temperature-dependent bias correction.” (McClain, 1985). However, the set of atmospheric tem-
perature profiles used over the globe are probably not that representative of the GSL region,
where very large temperature differences occur between the Lake and the air surface. Conse-
quently, the bias correction may be completely different over the GSL than over the oceans.
Instead, Barton and Takashima (1986) used a transmission model which accounted for the atmo-
spheric profiles of temperature and moisture observed in a typical atmospheric sounding over the
Lake Eyre region. The differences between the surface temperatures calculated from the trans-
mission model and the standard split-window calculations are shown in Table 2. In general, the
differences are relatively small, although occasionally they can be as large as 2 degrees C. Over
the Great Salt Lake, the errors are thought to be somewhat smaller, as the land-lake temperature
difference over the GSL is typically less than that over the extremely hot and arid (annual rainfall
15 cm, average summer high temperature 100 C) Australian desert. The temperature bias caused
by this effect is both positive and negative, depending on the thermal profile of the water body
and the temperature of the air relative to the lake.

Another possible error concern over the GSL is what is called the cool skin and warm-layer
effect. The source of this error lies in the fundamental difference between where the satellite
recieves radiation from, the thin sea surface layer, and the 1 meter depth at which most bouy
observations are collected. Because of this observational discrepancy, the regression equations
used deriving sea surface temperatures have been effectively callibrated the SST’s to the bulk
ocean temperature, not the thin surface layer they are actually measuring. If a constant of propor-
tionality existed between the measured skin temperature and water a 1 m depth, then the correc-
tion would be universal and accurate. However, because of the high variability of the thermal
profile in the top meter of the ocean’s surface, the relationship between the ocean skin tempera-
ture and bulk 1-m temperature can complicate temperature retrievals (Robinson et al. 1984, Mar-
tin 2004).

The cool skin occurs at the molecular interface of a water surface with air and is caused by
the net cooling effects of net longwave radiation and sensible and latent heat fluxes. It is always
present, such that the top few millimeters of the water surface is always 0.1-0.5 degrees less than
the water directly below.



The warm layer is a diurnal phenomenon, and can be on the order of several degrees or
more, and is caused by the combined effects of net longwave radiation and sensible and latent
heating.

Several authors have noted these effects as a possible source of error biases in satellite-
derived data sets. Yokoyama et. all (1993) found that the standard deviation in errors of sea sur-
face temperature retrievals over Mitsu Bay, Japan was decreased from .59 to .34 when bouy
match-ups on days with large air-water temperature differences were removed when deriving
equations to estimate SST. Since there is no network that actually measures skin temperature or
the temperauture profile of the top meter of the ocean surface, quantifying the errors introduced
through these methods remain theoretical, since bouy measurements are used for validation stud-
ies. Regardless of the effect of the cool skin and warm-layers on the suitability of the global SST
equations for derived GSL temperature, the physics of heating and cooling of the surface water
layers is of interest in determining the causes of observed temperature variability on the retrived
images.

Over the oceans, the temperature difference between the bulk water temperature a meter
below the surface and the surface skin temperature are typically less than a degree or two due to
turbulent mixing and a modified marine boundary layer. However, over the GSL, the skin and
warm-layer effect is amplified compared to the ocean because of the lake’s higher salinity, lower
clarity , and semi-arid continental location. The key physical factors believed to be enhancing
these effects are

1). Large land-water temperature differences

2). Enhanced evaporative cooling

3). Lower specific heat capacity of the hypersaline water, which allows it to warm and cool

more rapidly for given energy inputs/outputs

4). Decreased turbulent mixing due to the higher density of the lake water

One factor that may act to decrease the skin and warm layer effects over the GSL is that the
wind speeds over the lake are rarely completly calm due to the presence of thermally-induced
flows (J. Horel, personal communication). However, because it is more difficult to produce waves
on the GSL because of the higher density of lake water, intense cooling at the surface due to the
skin effect may occur even in the presence of some wind.

More research is needed to quantify the possible skin and warm layer surface temperature
variations over the GSL. The lake surface layers warm very rapidly in the summer, in excess of 10
degrees in one day. It is unknown how large of cool skin is might be produced by the combined
effects of a cold overlying air mass, evaporative cooling, and calm winds.

INSTRUMENT LIMITATIONS

Instrument noise and calibration is not believed to be a significant souce of error in the sat-
ellite retrievals over the GSL. Satellite calibration techniques, which determine fundamental
retreival accuracy, have been the topic of significant research (Brown et al. 1985, Weinreb et al.
1990, Brown et al. 1993). Nonlinear calibration techniques have decreases instrument noise to
less than 0.2 degrees Celsius (Brown et al 1993). Compared to other possible error sources, instru-
ment effects can be neglected.

ATMOSPHERIC AEROSOL



Volcanic aerosol released into the stratosphere by eruptions like El1 Chicon (1982) and
Pinatubo (1991) cause significant attenuation of satellite radience retreivals, leading to a cool bias
of the AVHRR-derived SST’s. These global-scale events are compensated for in the operational
SST algorithm coefficients, which are derived by comparing bouy SST’s to satellite-derived
brightness temperatures. It is unknown whether increased aerosol levels in the lower atmosphere
over the southern half of the GSL due to lacal anthropogenic sources will lead to a noticible bias
in the derived lake temperature. Local aerosol contamination could also occur from an natural
sources (i.e., forest fires, dust storms). These would lead to a cool bias for the satellite-derived
SST’s.

CLOUD CONTAMINATION

Clouds are filtered from SST retrievals through a variety of cloud masking tests. However,
thin high clouds or low clouds with near-surface temperature are more difficult to remove, expe-
cially in regions where large thermal gradients exist or along shorelines. (Martin 2004). Figure 9
illustrated how cirrus clouds can contaminate lake surface temperature retrievals. In addition,
cloud detection is much more difficult over land and ice than over open water. Because thermal
uniformity tests cannot easily be applied to the GSL without losing much of the shoreline thermal
structure, there is increased potential for cloud contamination problems with a GSL SST tempera-
ture climatology than over open ocean (Martin 2004). Cloud contamination would invariably lead
to a cool bias of satellite-derived SST’s.

SUMMARY AND RECOMMENDATIONS:

Analysis of the thermal characteristics of the GSL show promise in defining the spatial vari-
ability of surface temperature of the lake. Four primary factors (not including sensor limitations)
can influence the accuracy of satellite-derived temperature using these algorithms:

1). Vertical lake temperature structure (skin effect)

2). Land-lake temperature contrasts and improper vertical profile of temperature
and moisture (atmospheric effect)

3). Aerosol attenuation

3). Emissivity variation due to suspended sediments

4). Emissivity variation due high salinity

A summary of all the possible error sources and their estimated magnitudes in deriving GSL
surface temperature using AVHRR imagery are shown in Table 3. Further research is needed to
determine the relative impacts of each of these on the retrieved temperatures of the GSL. In any
case, a validation study of the lake temperature retrievals with in situ measurements is required to
determine the accuracy of applying global SST algorithms to the GSL, as these algorithms may be
unsuitable for the GSL environment. If in situ validation studies find the global split-window
algorithms inaccurate in describing GSL surface temperature, here are some suggestions of meth-
ods that could be applied to compensate for those errors:

If the primary cause was due to 1) or 3), the constants applied to the split-window algorithm
would need to be recalculated or estimated to provide more accurate results. There could be some
difficulty in doing this over past time periods even if present observations were made available
(i.e., bouy in the lake), as past lake temperature observations are not regularly available for vali-
dation and lake level, etc, changes the limnology of the GSL on a year-to-year basis.



If the primary cause of the errors was 2), then the global SST algorithms would need to be
replaced with a transmission model that better approximates water vapor attenuation over the
GSL under large lake-land temperature differences.

Emissivity variations due to the high salinity of the lake (4) could be compensated for by
simply adding a correction term to the operational equations. If the primary cause of errors is due
to emissivity variations (3) due to varying suspended organic and inorganic matter, compensating
for these errors would be challenging. However, since turbidity and emissivity is directly related
to the reflectance of the water, the visible channels could be used to roughly determine the lake
reflectance, and then the emissivity variations could possibly be accounted for.

Because any large errors in derived lake temperature require large land-lake temperature
differences and high lake turbidity, a generally accurate temperature algorithms would likely be
created using a regression equation to fit GSL temperature retrievals to in situ observations-- per-
haps reducing lake surface temperature errors to less than 1 degree C on averaged time scales. In
this case, error sources would be reduced as the regression would implicitly compensate for much
of the error introduced by the error factors listed above. This data set would have important appli-
cations for understanding climate change and land-lake-atmosphere interactions in the GSL
region.
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