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ABSTRACT

Empirical orthogonal functions (EOFs) have been determined for three wind datasets from stations in valleys south of the Great Salt Lake in Utah. Two of the datasets were for summer months, with individual days selected from the MesoWest archive to represent conditions conducive to well-developed thermally driven flows. The remaining dataset was for the month of October 2000 and was derived from a combination of MesoWest data and data collected during intensive observation periods of the Vertical Transport and Mixing Experiment (VTMX) conducted in the Great Salt Lake area. This experiment investigated stable atmospheric conditions in the complex urban terrain around Salt Lake City, Utah. In all three datasets, the primary EOFs represented flows that were directed predominantly along valley axes and were caused by channeled or thermally driven flow. Diurnal variations in EOF intensity showed that thermal effects were the most common causal mechanism. The along-valley EOFs accounted for 43%–58% of the variance in the wind component datasets (8 or 10 stations each). The second EOFs accounted for 13%–18% of the variance. In the summer datasets, the second EOF appeared to represent day–night transition periods; there was evidence of both side canyon flows and day–night transitional effects in the October dataset. The EOF approach has promise for classifying wind patterns and selecting representative cases for simulation or for further detailed analysis.

1. Introduction

It is easy to be overwhelmed by large amounts of data from many different locations collected on many different days. This paper describes the application of a well-established empirical orthogonal function (EOF)1 approach to three such datasets to find patterns in the data and to quantify them objectively. The methods described here meet several common needs in trying to understand such data. They have revealed underlying patterns in the flow and their diurnal variations in such a way that the physical processes are apparent. The method also reduces the number of parameters necessary to describe conditions at several locations simultaneously, which is important because it is often desir-

---

1 EOF, eigenvector, and principal component analysis are other terms often used for the same general approach.
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but the underlying method is much the same. There are
two approaches to determine EOFs for vector datasets.
The individual winds can be represented by complex
numbers (e.g., Hardy 1977; Lumley 1981) or the real
components, as done here. Kaihatu et al. (1998) have
examined the differences, advantages, and disadvantag-
es of the two approaches. Here, we have chosen to use
the real components to define physically significant flow
patterns and their diurnal behavior and to obtain mea-
sures that can be used to classify and to select data for
other types of studies. This choice is largely a matter
of our preference for a simple approach that could be
generalized to the three-dimensional flows provided by
mesoscale models. Kaihatu et al. (1998) have also noted
that the approach used here is better at preserving non-
divergence.

Those interested in more information on the physical
processes associated with the flow patterns revealed by
the analyses presented here can find it in Whiteman’s
(2000) book on mountain meteorology. The paper by
Kaihatu et al. (1998) provides a good discussion of vec-
tor EOF methods. Horel (1984) discusses the application
of complex principal component analysis to the study
of traveling atmospheric waves. Kutzbach (1967), Lo-
renz (1956), von Storch and Zwiers (1999), and Wilks
(1995) are all valuable for their descriptions of scalar
EOF methods.

2. Study area and data
a. The Salt Lake and Rush Valleys—Topography and
   known meteorological effects

Figure 1 shows the area encompassed by the study
and the locations of some of the meteorological sites
that were used. The sites are discussed in the next sec-
tion. The topography is complex, with altitudes ranging
from about 1270 m at the Great Salt Lake to over 3000
m in the Wasatch Mountains to the east. The Oquirrh
Mountains also reach elevations of 3000 m and separate
the Salt Lake and Utah Valleys from the Rush and Too-
ele Valleys to the west. The Utah Valley (marked by
Utah Lake in Fig. 1) is separated from the Salt Lake
Valley by a narrow cut (the Jordan Narrows) in the
Traverse Mountains, through which the Jordan River
passes. The higher-elevation Rush Valley is separated
from the Tooele Valley by an east–west-oriented ridge,
which is referred to as South Mountain (not labeled in
Fig. 1).

The following meteorological discussion is based on
that given by Stewart et al. (2002). The two, nearly parallel, valley systems, combined with the presence of two large lakes and numerous side canyons exert marked influences on the air motions of the region. They lead to important diurnal cycles of lake–land breezes, slope flows, and valley flows, especially when synoptic influences are weak. The desired conditions for strong, thermally driven flows were defined by Stewart et al. (2002) as winds less than 7 m s⁻¹ at the 700-hPa level [from the Salt Lake City International Airport (SLC) radiosonde data] and clear to partly cloudy skies. “Clear to partly cloudy” was defined using the criterion of Whitman et al. (1999), that is, total daily solar radiation was more than 65% of the theoretical extraterrestrial solar radiation (from a solar radiation monitor at the University of Utah in Salt Lake City, Utah) for the day as determined from Whiteman and Allwine’s (1986) solar model. Even when those conditions are not met, the local valleys will provide some constraints on flow patterns by channeling the wind so that it is parallel to their axes, that is, generally from the north-northwest or south-southeast.

At night, when the surface winds tend to be decoupled from the synoptic-scale flow, downslope and down-valley winds develop in the Utah–Salt Lake and Tooele–Rush Valley systems. Close to the Great Salt Lake, the down-valley winds can be reinforced by land breeze effects. Stewart et al. (2002) averaged the data according to the time of day and found that there are down-valley flows in both the Utah–Salt Lake and Rush–Tooele Valleys on undisturbed, fair-weather nights. At sunrise, the average down-valley winds weaken and change to up-valley winds by midmorning. During this transition, the lake breeze develops and penetrates the Tooele Valley first, and later, the Salt Lake Valley. In the afternoons, interactions take place among the up-slope flows on the valley sides, the up-valley flows within the valleys, and the lake breeze.

Stewart et al. (2002) report little evidence of slope winds during the afternoon in the Rush Valley. The lake breeze penetrates southward from the Tooele Valley, across South Mountain, and into the Rush Valley. An evening transition begins around sunset, and within 3 h the average downslope and down-valley flows are re-established in the Tooele and Salt Lake Valleys. The slope winds are strongest in midevening and taper off as the night progresses.

b. Data sources and selection

The analyses reported here were motivated by some analyses (Ludwig et al. 2002) of data specially collected during the Vertical Transport and Mixing Experiment (VTMX) in the Salt Lake Valley (Doran et al. 2002) and by the aforementioned work of Stewart et al. (2002), which was directed toward understanding thermally driven, summertime flows in valleys in the western United States. The basic datasets used for analysis came from the MesoWest data archive (Horel et al. 2002) at the University of Utah. For one of the examples discussed later, the MesoWest data were augmented with data from the VTMX 2000 campaign. The MesoWest archive consolidates information from numerous independently operated mesonets across the western United States. The conventional data from the Federal Aviation Administration (FAA), National Weather Service (NWS), and U.S. Department of Defense have been supplemented with data collected with phone modems, Internet connections, or radio transmissions from sites in regions that are not otherwise well sampled. Data in the MesoWest archive have undergone automated quality-control procedures that remove most spurious values.

The MesoWest summer data used here are a subset of the dataset used by Stewart et al. (2002) to study thermally driven circulations during the summer months from 1997 through 2000 in four study regions located throughout the western United States. Here the study is limited to the area encompassing the Tooele–Rush and Utah–Salt Lake Valleys along the Wasatch Front in Utah. Summer was chosen for its frequently weak large-scale flows that allow thermal effects to dominate local circulations. Fair-weather periods with weak winds aloft and clear to partly cloudy skies were identified in 12-h blocks centered on rawinsonde observation times, nominally 1100 and 2300 UTC. If data were reported for averaging periods of less than 1 h, the shorter-period values were vector averaged for the full hour. Any station with fewer than 50 observations for any hour of the day (over the 4 yr) was not included in the dataset that was analyzed. This latter criterion eliminated locations such as some smaller airports that closed at night.

The VTMX data were used somewhat differently from the MesoWest archived data. The VTMX program augmented the usual MesoWest stations with wind observations from about 15 locations in the Salt Lake Valley, temperatures at more than 50 others, and, very important, upper-air observations at several locations in the valley. As a consequence, it was possible to generate objective wind analyses using the winds on critical streamline surfaces (WOCSS) methods described by Ludwig et al. (1991). In brief, the WOCSS analysis defines surfaces on which the flow should take place, given that there is a maximum height to which the kinetic energy of the wind can lift a parcel of air in a stably stratified atmosphere. Winds are interpolated to those surfaces, which may intersect the terrain when the atmosphere is very stable. Then the interpolated winds are iteratively adjusted toward two-dimensional non-divergence on the surfaces, thereby forcing flow around terrain obstacles. Winds at selected WOCSS analysis grid points formed the dataset. WOCSS grid points near observation sites were chosen, because analyzed values at such points agree well with the nearby observations. The objective analyses provided complete datasets from all of the selected locations for every half hour of the
The desire for complete datasets affected the selection of stations from the summer datasets. MesoWest stations that had fewer than 2000 h were removed from further consideration even if they met the selection criteria discussed earlier. Then sets of eight stations each in the Tooele–Rush Valleys were selected. The choices were intended to represent flows along the axes and on the side slopes of the valleys, as well as at side canyon entrances where possible. The number of hours with complete data (all stations reporting) was determined for each set of eight stations that had been tentatively chosen. There was some trial and error required to maximize the numbers of available cases in each valley while still having locations that would represent important flow features.

Table 1 gives relevant station information for the locations used either directly (Tooele–Rush and Utah–Salt Lake Valleys) or indirectly through the WOCSS analyses. The information in the table relating to the two valley systems came from the University of Utah’s MesoWest Web pages (available online at http://www.met.utah.edu/cgi-bin/database/stn_state.cgi?%20state=UT&state_name=Utah). The information concerning the Pacific Northwest National Laboratory (PNL) and National Center for Atmospheric Research (NCAR) sites came from the VTMX 2000 data archive. (The PNL data could be found online at http://etd.pnl.gov:2080/vtmx/surfmet.htm, and the NCAR information was at http://etd.pnl.gov:2080/vtmx/data/rawin/brown/readme_sondes.txt.) The MesoWest information includes photographs of the sites and descriptions of instruments.

The first column of Table 1 assigns a number to each site, so that they can be found in Fig. 1. The different datasets are shown by different symbols on the map: MesoWest stations in the Tooele–Rush Valleys are shown by solid squares; the SLC datasets are shown by Xs, and the VTMX locations are shown by solid circles; the SLG and Tooele City (TOO) locations were also included in the VTMX dataset. There were 2281 h with complete datasets from the Tooele–Rush Valleys, and 1399 from the Utah–Salt Lake Valleys. The approach taken to the VTMX data allowed use of 10 stations without loss of cases because of missing observations. However, because a few IOPs were terminated after less than 24 h,
there were only 454 half-hourly cases from the 10 VTMX IOPs available for EOF determination.

3. EOF analysis method

There are many possible ways to categorize atmospheric flow patterns represented by wind observations at a set of stations. They can be averaged by hour of the day as was done by Stewart et al. (2002). That approach uses categories (the hours) that do not necessarily relate to the features of the flow. As noted in the introduction, even simple categorization schemes are impractical and are not very informative if there are more than two or three sites or categories. There are, however, some commonly used techniques for reducing the number of variables required to describe the patterns in a dataset while losing only a small part of the information, and these techniques often reveal physically important connections in the data. Furthermore, they identify statistically independent patterns of flow that can often be associated with different physical processes. This property allows the temporal and other variations of the patterns to be examined separately, which simple averaging does not. The method does not always work well when there are not well-defined physical processes that produce well-defined flow patterns. The data we have chosen are ideally suited to this kind of analysis because they represent cases with the maximum local influences from heating and topography.

Almost 50 years ago, Lorenz (1956) described an approach using what he called “empirical orthogonal functions” (EOF) for representing pressure and temperature fields over the United States in a way that reduced the number of predictors necessary for a statistical forecasting scheme. The EOF approach has been widely used because it has many desirable properties, such as the fact that the resulting features are based on the characteristics of the data themselves, they are linearly independent of one another, and a measure of their relative importance is provided. The earlier analyses of Stewart et al. (2002) suggested that the flows in the Rush–Tooele and Salt Lake–Utah Valleys were sufficiently organized in all cases is to reduce the number of variables that it takes to describe the data while losing as little information as possible. For two-component wind data collected at N locations at time t, the data can be represented as follows:

\[
\begin{bmatrix}
  u_1(t) \\
  v_1(t) \\
  u_2(t) \\
  v_2(t) \\
  \vdots \\
  u_N(t) \\
  v_N(t)
\end{bmatrix} =
\begin{bmatrix}
  \mathbf{\Pi}_1 \\
  \mathbf{\Pi}_2 \\
  \vdots \\
  \mathbf{\Pi}_N
\end{bmatrix}
\begin{bmatrix}
  a_{11}(t) \\
  a_{21}(t) \\
  \vdots \\
  a_{N1}(t)
\end{bmatrix}
\]

(1)

The elements of the column vector on the left-hand side (LHS) of Eq. (1) represent the u and v components at N sites for time t; the different sites are denoted by the subscripts. The first right-hand side (RHS) vector has the mean \( \bar{u} \) and \( \bar{v} \) components for the N sites as determined from some complete dataset, such as the observations over several years. Each of the remaining terms on the right has two parts. The scalar terms \( a_i(t) \) are functions of time and will be different for each set of observed data. As we shall see, a few of these scalars will usually describe the data very well. The column vectors that are multiplied by the scalar terms are the EOFs. They have the following properties: 1) They are unit vectors obtained by normalizing the eigenvectors of a matrix related to the covariance matrix. 2) They are arranged in decreasing order of explained variance. 3) They are orthogonal and hence uncorrelated. 4) At any time t, the coefficient of the ith EOF, \( a_i(t) \), is given by the inner product of the ith EOF and the observation vector (LHS) minus the mean.

Because the terms on the RHS are arranged in descending order of importance (where importance is defined as the amount of variance explained by each EOF), the first few terms generally provide good estimates of the wind field. The agreement between observations and the estimates provided by Eq. (1) will improve as terms are added, but after the first two or three terms the effect of each additional term will usually be small. For well-correlated data, (e.g., winds from closely spaced stations, or winds governed by well-defined physical processes), the first term beyond the mean can explain one-half or more of the variance of the dataset. The corre-
lation between estimated and observed values is proportional to the square root of the explained variance, and so one or two terms will often produce estimates whose correlation with observed wind components is greater than 0.7.

Before proceeding, there are several other things to be said about EOFs. They can be displayed graphically so that the patterns are evident. Just as the LHS observations in Eq. (1) can be plotted as vectors at the appropriate locations on a map, so too can the pairs of components in the average and each of the EOFs be plotted. For example, with EOF 1, the vector pair \((u_{1,1}, v_{1,1})\) is plotted at \((x_1, y_1)\), the location of the first observation site, \((u_{2,1}, v_{2,1})\) is plotted at \((x_2, y_2)\), and so forth.

The EOFs do not necessarily reflect the results of a specific physical process. However, if there are one or two processes that are particularly strong, they are very likely to be reflected in one of the first few EOFs. When this is true, the single coefficients \(a_1(t)\) and \(a_2(t)\) will represent the intensity of certain patterns and their associated physical processes at time \(t\). Another possibility is that two separate processes are similarly important statistically so that they become “mixed together” in the parameter subspace represented by the first two EOFs (Horel 1981). This has not been the case in the analyses below, but it can sometimes be resolved by linearly combining the EOFs that are in the subspace (Horel 1981; Richman 1981; von Storch and Zwiers 1999). The final warning about EOFs is that one should not invest much effort in the interpretation of those that explain little variance. They are subject to considerable uncertainty from sampling and round-off errors in the formation of a covariance matrix and its diagonalization.

The calculations required for EOF analysis are not prohibitive. As before, the determination of the coefficients \(a_i(t)\) for each time only requires the determination of the inner product of the data vector at that time (minus the mean) and the normalized EOF vector. The most extensive calculations are the multiplication of the original data matrix by its transpose (giving the matrix closely related to the covariance matrix) and the finding of the eigenvectors of that matrix. The required operations are all standard and can easily be performed with available subroutines, such as those found in Numerical Recipes (Press et al. 1997).

4. Results

a. Averages

Figure 2 shows the averages for the three analyzed datasets. The Tooele–Rush Valleys (Fig. 2a) shows similar downslope averages at the six southernmost stations, but the two northern sites show the effects of frequent, well-developed lake breezes, not canceled in the average by the weaker land breezes. The results in the Salt Lake–Utah Valleys (Fig. 2b) show net downslope and down-valley flow, both for the selected summer conditions and for the autumn days represented in the VTMX 2000 data (Fig. 2c). At all sites the average speeds are low, less than 2 m s\(^{-1}\). This suggests that the climatological patterns in these data are weak.

It should be remembered that these are not unbiased means. The selection process for the summer data (i.e., clear, light wind conditions), and the criteria for conducting IOPs (i.e., conditions favorable to the development of slope flows) are likely responsible for the small synoptic effects. The data are strongly biased toward conditions that are conducive to thermally driven flows that are free of larger-scale effects. The analysis of hourly means by Stewart et al. (2002) showed that...
the downslope and down-valley winds in this dataset were more consistent and lasted somewhat longer than the up-valley winds. Hawkes (1947), in contrast, found that the velocity of the up-valley wind is greater than that of the down-valley wind in many Austrian valleys. It appears that there are climatic effects that produce the observed average southerly components. This is consistent with the long-term averages for summer in the Salt Lake area. Between 1948 and 1990, more than one-half of the July winds at the Salt Lake City National Weather Service Forecast Office were from the directions south through southeast, and their mean wind speed was about 0.8 m s\(^{-1}\) greater than for winds with northerly components (Federal Climate Complex, Asheville 1992).

b. EOFs explaining the most variance

The two EOFs that explain the most variance for the Tooele–Rush Valleys dataset are shown in Fig. 3. Nearly one-half, 47%, of the variance is accounted for by the first EOF (Fig. 3a). Stated another way, the correlation between observed components [the LHS of Eq. (1)] and values estimated from just the first two terms of the RHS (the averages and the first EOF) would be nearly 0.7 (the square root of the explained variance, 0.47). The second EOF (Fig. 3b) explains much less variance,
16%, bringing the total to 63% for the two patterns shown.

The first EOF (Fig. 3a) is well organized. All of the directions tend to be aligned with the valley axes, indicating that the dominant physical processes are channeling and diurnal thermally driven along-valley flows. The diurnal cycles discussed later indicate that the latter is the more important contributor. When the coefficients are positive (negative), this EOF describes the down-valley (up valley) flow.

The second EOF is constrained to be spatially orthogonal to the first EOF, so it is not surprising that the second EOF defines an out-of-phase relationship between winds in the Toole and Rush Valleys (Fig. 3b). This kind of effect might be expected during times for which the land breeze has already changed to a lake breeze but the nighttime downslope flow has yet to quit. When the coefficients of the two EOFs are of opposite sign, the northern part of the valley will be dominated by a lake breeze (EOF 1 is negative and EOF 2 is positive) or land breeze (EOF 1 is positive and EOF 2 is negative).

Figure 4 presents the first two EOFs derived from the Utah–Salt Lake Valley MesoWest stations. The first EOF here (Fig. 4a), like the first EOF in the other valleys, reflects the importance of channeling and thermal flows parallel to the main valley axes. The second EOF is characterized by flows in opposite directions in the northern and southern parts of the domain (Fig. 4b). When the EOF-2 coefficient is positive (i.e., when its contributions will be in the same directions shown in Fig. 4), the two northern locations have lake-breeze–upslope flows while the southern sites have greater downslope components. As already discussed for the Tooele Valley, opposite signs of the coefficients for the first two EOFs characterize the lake-breeze–land-breeze circulation. Flow through the pass separating the Rush Valley from the Utah Valley is evident in both EOF 1 and EOF 2. Later, it will be shown that this is evidence for strong, frequently occurring flow from the Utah Valley to the Rush Valley in the late afternoon.

Figure 5 shows the first two EOFs for VTMX 2000 based on samples at 10 locations and at half-hour intervals for the 10 IOPs. Here, the sites are concentrated in the Salt Lake Valley, with none in the Utah Valley, but one site east of the Oquirrh Mountains (near TOO; see Fig. 1) has been included. The explained variance is appreciably greater for these data, perhaps reflecting
the more compact and homogeneous area represented. Not unexpected is that the first EOF (Fig. 5a) shows the same general pattern of along-valley flow that is seen in the other two datasets.

Figure 5b shows the second EOF (constrained to be spatially orthogonal to the first EOF). It is more complex than those discussed to this point, and it illustrates the importance of having information available from locations at which flows of interest can be found. In this case, the VTMX 2000 field campaign made it possible to monitor winds near the mouths of some of the canyons and along the broad west slope of the Salt Lake Valley. As a consequence, this EOF shows more evidence of canyon drainage and slope flow than was possible in the other cases. The slope flow at the Kennecott Copper slope site (site CDW) is particularly evident, which suggests that it is distinctly out of phase with the dominant north–south flow of the first EOF. The second EOF also has some of the characteristics seen in the other cases, in that there is a confluence (for positive coefficients) of the side canyon and slope flows throughout the length of the main valley.

c. Temporal variability

The discussions of the EOFs have made reference to flows that appear to be thermally driven. If indeed the EOFs reflect these kinds of flows, which are driven by diurnal heating cycles, then the coefficients of the EOFs should have pronounced diurnal cycles. Box plots for each hour have been used to show the diurnal tendencies in coefficient values. The box plot symbols that have been used are explained in Fig. 6. The plots were prepared with the aid of the commercial software package, Data Desk 6.0 (Velleman 1997). The rectangle in each box plot spans the half of the values that is between the lower and the upper quartile. The horizontal line within the rectangle marks the median. The whiskers extend from the top and the bottom of the box to depict the extent of the main body of the data.” The small circles and asterisks at the extremes mark individual outlier values beyond that main body of data. Each box plot in subsequent figures represents about 95 values for the Tooele–Rush Valley cases, about 60 for the Utah–Salt Lake Valley hours, and about 20 for the VTMX 2000 IOPs. The number of cases was not exactly the same for each hour.

Figure 7 shows box plots of the coefficients found in the Tooele–Rush Valley data for each hour of the day. The diurnal trends are obvious. For EOF 1 (Fig. 7a), the median coefficients are positive between about 2100 and 0900 LST and are negative for most of the daytime hours. When referring back to Fig. 3a, it can be seen that this pattern corresponds to the expected cycle for a thermally driven flow, with increased down-valley winds at night and up-valley winds during the day. It is also evident from Fig. 7a that variability is much greater during the transition periods. Variability is also greater during the day than at night, during which time the nighttime stability at ground level tends to decouple the surface wind patterns from the effects of synoptic-scale features and their associated channeled flow.

Figure 7b shows the distribution of EOF-2 coefficients for the Tooele–Rush Valley cases. From about midnight until 1000 LST, the median coefficients are near zero, indicating that the pattern represented by EOF 2 in Fig. 3 is weak. There are then modestly positive values from about 1000 until 1400 LST, indicating the onset of a lake breeze while there is still some drainage from the Rush Valley. The medians have moderately
large negative values from about 1800 LST until midnight, reflecting the reverse transition from lake breeze to land breeze. As with EOF 1, the greatest spread of observed values occurs during the convective part of the day.

Figure 8a shows that the diurnal pattern for the first EOF in the Utah–Salt Lake Valleys is similar to that for the other valley system in Fig. 7a. The onset of up-valley/upslope flows (negative EOF-1 coefficients) begins about noon, judging by the medians, and lasts until after 2000 LST. As in the Rush Valley, this is also the period of greatest spread in the individual values. The
positive coefficients marking the reverse flow at night are smaller but more consistent than was the case in the other valleys.

The only parts of the day for which the median coefficients for EOF 2 (Fig. 8b) differ much from zero in the Utah–Salt Lake Valleys are those between about 1100 and 1700 LST, during which they tend to be positive, and between 1800 and 2200, during which they are negative. This behavior is different from that of the other area, in which the nonzero periods corresponded more closely to morning and evening transitions. The second EOF in the Utah–Salt Lake Valleys predominantly reflects the lake/land breeze in the north. It appears that the north-northeasterly flow through the pass occurs with the onset of the lake breeze in the late morning, and they both reverse shortly after sunset.
A comparison of Figs. 7 and 8 shows that the coefficients for the two EOFs become of opposite sign between 0800 and 0900 LST in the Tooele Valley (Fig. 7). This switch marks the onset of the lake breeze in the Utah Valley, the transition occurs about 3 h later. A smaller lag is evident in the onset of the land breeze. In the western valley system, the two EOFs become of opposite sign at about 2000–2100 LST. In the other system, that occurs about 1 h later.

The diurnal cycle of coefficients for the last set of data, derived from the 10 IOPs of VTMX 2000, is shown in Fig. 11. The observations used for this figure were generally available 2 times per hour, usually 15 min before and 15 min after the hour. For purposes of display, the coefficients derived from the observations on either side of the hour have been plotted at the hour between them. The temporal changes for the first EOF (Fig. 5a) are much the same as for the other two datasets. Somewhat positive values corresponding to down-valley winds from the south-southeast persist from about
midnight through noon. The up-valley winds with negative coefficients usually begin just after noon and continue until about 2000 LST. Also, the greatest day-to-day variability is between about 0900 and 1500 LST. The sudden reduction in the day-to-day variability between 1500 and 1600 LST indicates that the up-valley flow was in almost all cases well established at 1600 LST, with the exception of the outliers, which all occurred during IOP 9. Their origin will be discussed later.

The EOF-2 coefficients’ diurnal variability is also similar to the cycles for the other Salt Lake Valley dataset, although there are significant differences in the EOFs themselves (Figs. 4b and 5b). The median coefficients are slightly positive from about sunset until sunrise. Then, they are negative throughout the day, which suggests that EOF 2 is dominated by up-slope flows on both flanks of the Salt Lake Valley during that time. In addition, the opposite flows represented by EOF 2 in the northern and southern core of the valley (Fig. 5b) suggest a southward propagation of the lake breeze during the afternoon. A contingency table (Table 2) shows that there are a significant number of cases in which the two EOFs are of the same sign and either the lake breeze or the land breeze is reinforced, depending on the sign. By the nature of their determination, the coefficients are uncorrelated, and so the fact that there are similar numbers of cases in each of the boxes of the contingency table is to be expected.

d. Other influences

A considerable amount of corollary meteorological information was collected and archived during the VTMX 2000 campaign. This fact allows us to relate both the typical cases and the outliers to other conditions. This in turn, gives the opportunity to see what factors lead to coefficients of unusually large magnitude. For example, the outliers shown earlier in Fig. 11a were identified as occurring during IOP 9. Figure 12 shows the changes of coefficients for EOFs 1 and 2 during this IOP. The vertical bar in the figure marks the approximate time of passage of a cold front. The NWS analysis for 0500 LST 21 October 2000 showed a southwest–northeast-aligned cold front about 50-km southeast of Salt Lake City. The University of Utah weather log for this IOP describes conditions as follows: “A short wave trough was approaching rapidly from the west, with strong 500 mb vorticity advection occurring ahead of the system. Associated vertical motions were strong ahead of this negatively tilted feature. Little temperature advection occurred over much of Utah at this time with the baroclinic zone to the west. However, 700 mb winds were still relatively strong and from the southwest. . . . Skies were cloudy throughout most of this short IOP. Local circulations were interrupted by cold frontal passage in the valley (~12 GMT). The clouds and winds prevented a morning radiational inversion from setting up. . . .”

The passage of the cold front is marked well by the sudden change in EOF-1 coefficients from large positive values to large negative values. Large positive coefficients are indicative of strong southerly, down-valley winds (see Fig. 4a). In this case, the positive values are caused by the southerly flow ahead of the front, and the subsequent negative values are caused by the flow re-
versal to northerly after the frontal passage. The contribution of the second EOF is small throughout most of the experimental period. The small spike around 0600 LST may mark the passage of the front through the middle of the area, with northerly winds behind it to the north and southerlies ahead in the south (see Fig. 4b). The observations made by the Doppler radar at Salt Lake City International Airport support this interpretation. There is a pronounced shear line through the region at about 0600 LST (1300 UTC).

5. Discussion

There are several important conclusions to be drawn from the analyses presented here. The first is the fact that this kind of analysis will identify a region’s recurring patterns of motion. That done, it is often easy to deduce the underlying physical processes governing those motions, either from direct examination of the EOFs or from the diurnal variation of their intensity, as measured by the coefficient of the EOF. Although it was not done here, it is assumed that annual variations in the diurnal cycles would also be informative.

In the cases studied here, the dominant physical process has been the diurnal cycle of thermally induced flows. It was also noted that the thermal effects can be overwhelmed by synoptic events that mimic those patterns. These other mechanisms will, as was the case here, often occur at the “wrong” time of day, so that they are very evident as anomalous behavior. Other commonly occurring patterns that can be detected by EOF analysis include the sea-breeze cycle and, on occasion, more esoteric features such as larger-scale eddies.

Perhaps the EOFs are most useful as a succinct and objective method for characterizing datasets. In this case, we have limited the analysis to flow patterns, but mixed-parameter datasets can be used. Analysis of mixed parameter datasets must be done with great care to ensure that units are chosen so that the fluctuations in value are of comparable magnitude for all of the parameters. Often, standard deviations are used to make the parameters nondimensional and of comparable magnitude.

As shown by these analyses, typical patterns can be identified, or the EOF coefficients can be used to stratify the data in meaningful ways. Table 2 is a rudimentary example of a stratification system with four categories. One of the motivations for this work has been to develop ways to categorize data, so that certain cases can be selected for special analysis. In this way, examples of different types of atmospheric behavior can be identified for further modeling or analysis.

The EOF approach provides a means for objectively finding examples of the effects associated with different, identifiable physical processes, so long as they can be resolved by available data. There are many applications for this ability. A common one would be for selecting representative cases for modeling and developing air pollution abatement plans. Our objective has been to identify a few cases for modeling and analysis to identify when and where conditions occur that might lead to mixing in the nighttime stable atmosphere. Resources are too limited to pursue the modeling of very many days, and so we must classify conditions such that we ensure that we examine the major possibilities.

Last, the kind of analysis presented here has the potential for solving a long-standing problem in model performance evaluation. Simulation model output represents spatially filtered or averaged conditions, whereas observations are usually for a single point, often subject to small-scale effects that have not been modeled. Thus, when the two are compared, the causes of differences can be uncertain. A more valid comparison might compare EOFs derived from model output with those from observations. Going one step farther, the EOFs derived from observations can be used as filters for detecting the presence and magnitude of the same features in model output. Both of these approaches will provide quantitative measures of agreement, and both evaluate the performance over the whole domain, rather than on a point-by-point basis.
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