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Abstract
Mesoscale convective phenomena induce pressure perturbations that can alter the strength and magnitude of surface winds, precipitation, and other sensible weather and that in some cases inflict injuries and damage to life and property.  This work extends priorevious research to identify and characterize mesoscale pressure features perturbations using a unique resource of 1-Hz pressure observations available from the USArray Transportable Array (TA) seismic field campaign.
A two-dimensional variational technique is used to obtain 5 km surface pressure analysis grids every 5 min from 1 March – 31 August 2011 from the USArray observations and Using hourly gridded surface pressure from the Real Time Mesoscale Analysis (RTMA) over a swath of the central United Statesas background fields, TA platform observations are incorporated using a two-dimensional variational technique to produce 5 km surface pressure analysis grids every 5 min from 1 March – 31 August 2011 over the domain of interest.  Band-pass filtering and feature tracking algorithms are employed to identify assess prominent mesoscale pressure perturbations and their properties.  Two case studies, the first involving mesoscale convective systems and second a solitary gravity wave, are shown.  Summary statistics for all tracked detected features over the period sampled indicated a majority of perturbations last less than 3 h, produce maximum perturbation magnitudes between 2-5 hPa, and move at speeds ranging from 15-35 m s-1. The results of this study combined with improvements nationwide in real-time access to pressure observations at sub-hourly reporting intervals highlight the   Perturbation occurrences and characteristics support previous large-amplitude pressure signature climatologies as well as case studies of gravity waves and convective systems.  Results also show clear potential for improved utilization of high temporal resolution observations in combination with high spatial resolution grids to detection and nowcasting of high-impact mesoscale weather  features. like large-amplitude inertial gravity waves.


1. Introduction
	Many prominent mesoscale phenomena, whether present at the surface or aloft within the troposphere, lead to pressure perturbations that can be sensed by surface-based sensors and extracted by temporally removing diurnal, synoptic, and seasonal-scale fluctuations in the measured time series (e.g., Jacques et al. 2015).  Mesoscale processes, such as large-amplitude gravity waves and convective systems, can result in very large pressure perturbations coupled with other sensible weather impacts.  Mesoscale convective systems (MCSs), in particular bow echoes and derechos, are often associated with very strong positive mesoscale perturbations induced by the development and maintenance of a local mesohigh within the system such that the leading edge of the perturbation is often associated with strong damaging winds (Przybylinski 1995; Evans and Doswell 2001; Engerer et al. 2008; Metz and Bosart 2010).  Following the mesohigh, larger MCSs often have a wake low feature typically characterized by a large negative mesoscale pressure perturbation.  While typically less potent, occasionally severe winds are generated towards the back of these wake lows as well (Loehrer and Johnson 1995; Coleman and Knupp 2009).
Large-amplitude mesoscale gravity waves have also been extensively studied and remain difficult to forecast using currently available conventional surface weather observations and numerical guidance.  The movement, amplification, and decay of such features through generally stable environments has often been a focus for research (Bosart and Seimon 1988; Crook 1988; Ramamurthy et al. 1993; Zhang et al. 2001; Plougonven and Zhang 2014).  Additionally, their impacts on precipitation generation or suppression (Bosart et al. 1998), wind field amplification or modification (Bosart and Seimon 1988; Schneider 1990), and convection initiation (Ruppert and Bosart 2014) have also been examined, mainly through analysis of case events that had large impacts.
A suite of observational and numerical resources have been ustilized to identify and categorize mesoscale weather features that produce large pressure fluctuations.  In many cases, detailed analyses of perturbation pressure fields have focused on specific cases.  Several studies have used time series analysis techniques including frequency filtering (Koch and O’Handley 1997; Koch and Saleeby 2001; Jacques et al. 2015) and wavelet analysis (Grivet-Talocia and Einaudi 1998; Grivet-Talocia et al. 1999) to isolate the specific pressure perturbation features.  Other studies have taken more holistic approaches to produce regional climatologies of prominent mesoscale feature occurrences (e.g., Koppel et al. 2000; Bentley et al. 2000; Guastini and Bosart 2016).  Phase speeds for features such as MCS and inertial gravity waves have been assessed within 15-35 m s-1 (Koppel et al. 2000).  However, cases have also been documented involving gravity waves that have moved near or above the upper bound of 35 m s-1 (Bosart et al. 1998; Adams-Selin and Johnson 2013).
	Several existing mesoscale feature climatologies have relied upon subjective analysis to identify unique characteristics that describe the particular feature of interest.  However, objective feature identification and tracking has also been utilized to identify and track synoptic-scale features (König et al. 1993; Hodges 1994; Hoskins and Hodges 2002; Hodges et al. 2003; Raible et al. 2008; Kravtsov et al. 2015).  Techniques such as the Storm Cell Identification and Tracking (SCIT, Johnson et al. 1998), Tornado Vortex Signature (TVS, Brown and Wood 2012), and cloud-tracking algorithms (e.g., Liu et al. 2014) have been employed to identify smaller features.  The Method for Object-Based Diagnostic Evaluation (MODE) has been a prominent tool for numerical weather prediction forecast verification (Davis et al. 2006; Davis et al. 2009).  An extension known as MODE Time Domain (MODE-TD) incorporates the ability to follow a detected feature over time and assess properties such as speed and direction, in addition to nontemporal properties such as areal extent (Bullock 2011).  Both have been utilized for verification of mesoscale features in many studies (Bullock 2011; Mittermaier and Bullock 2013; Clark et al. 2014; McMillen and Steenburgh 2015).
	Pressure observations have been a prominent resource to initialize global and mesoscale forecast models (Anderson et al. 2005; Ingleby 2014; Lei and Anderson 2014; Madaus et al. 2014).  Numerical reanalysis projects, including the 20th Century Reanalysis Project, have also utilized archived pressure observations to provide more accurate representation of prior high-impact events (Whitaker et al. 2004; Compo et al. 2006; Compo et al. 2011). Incorporation of surface pressure observations for data assimilation purposes has also been researched.  Lacking potentialthe representativeness errors of many other state variables, pressure data are a much more viable candidate for data assimilation from diverse resources such as unconventional mesonets (Horel et al. 2002) and mobile phones (Mass and Madaus 2014) are more amenable for operational data assimilation..  Pressure observations have been a prominent resource to improve global and mesoscale forecasting (Anderson et al. 2005; Ingleby 2014; Lei and Anderson 2014; Madaus et al. 2014).  Numerical reanalysis projects, including the 20th Century Reanalysis Project, have also utilized archived pressure observations to provide more accurate representation of past phenomena (Whitaker et al. 2004; Compo et al. 2006; Compo et al. 2011).  
	A unique resource of high temporal resolution pressure observations from the EarthScope USArray Transportable Array (TA)  is used in this studyhas been selected as a surface pressure observation resource for this work.  The TA, described further by Tytell et al. (2016), iwas part of a large National Science Foundation geoscience field campaign and involved over 400 surface-based instrument platforms deployed in a Cartesian-type fashion across a section of the continental United States (CONUS).  The design and deployment strategy of the TA provided geoscientists with a detailed dataset of the North American continent subsurface (Tytell et al. 2016).  Atmospheric pressure sensors, reporting at 1 and 40 Hz, were installed in late 2009 while the TA was located over the central CONUS to aid in identifying signals in seismic observations induced by non-seismic phenomena (de Groot-Hedlin et al. 2008; Hedlin et al. 2010; Hedlin et al. 2012; de Groot-Hedlin et al. 2014).  Figure 1 illustrates the positions of the primary TA deployment from 1 March – 31 August 2011, the period of interest for this research.  
Jacques et al. (2016) describe the TA pressure data in greater detail and its ongoing archivalprovides a larger distribution of TA pressure sensors from 1 Jan 2010 – 22 Jul 2016 for the CONUS and, including platforms in Alaska and adjacent Canadian provincesin the Research Data Archive at the National Center for Atmospheric Research. .
	Time series analyses for every available station on a per station basis were analyzed during the period executed for TA data collected between 1 Jan 2010 – 28 Feb 2014 by Jacques et al. (2015) to assess the distribution of mesoscale (10 min - 4 h), subsynoptic (4 - 30 h), and synoptic (30 h - 5 day) pressure fluctuations as a function of geographic location and season.  The resultant mesoscale analyses indicated Aa prominent region of mesoscale pressure perturbations was noted activity across the central portion of the CONUS during the spring (MAM) and summer (JJA) months, consistent with past climatologies of MCSs and some gravity wave case studies.  However, sSince eachthe time series was analyzed independently, it was not possible analyses conducted by Jacques et al. (2015) treated all resultant signatures as independent events, they were not able to characterize the perturbation size, speed, direction, or and other characteristics of pressure features rippling across the TA domain.
This study work extends the analyses conducted by Jacques et al. (2015) to identify, track, and characterize mesoscale pressure featuresperturbations, focusing on the geographical region and most prominent period, 1 Mar – 31 Aug 2011, when  of mesoscale activity was ubiquitousthe TA detected from 1 Mar – 31 Aug 2011. Figure 1 illustrates the TA deployment during this period in a north-south swath within the central CONUS, stretching from the Canadian border south to the western Gulf of Mexico coastline. Section 2 details the datasets and methods used to isolate and detect detect prominent mesoscale pressure perturbations.  Our experimental design focuses on features that can be tracked for at least an hour and have areal extents greater than 10000 km2 (radial dimension ~100 km). Section 3 provides a presentsreview of two contrasting cases  events duringfrom the period of interest.  Section 4 summarizes aggregates and describes all of the detected mesoscale features in terms of  their locationgeographic origin, feature size, perturbation magnitude, phase speed, and direction.  Section 5 provides summarizesadditional conclusions on the results and discusses ion on how this work mightay  be extended operationally to detect and nowcast high-impact mesoscale weather features provide further future evaluations of mesoscale pressure perturbations.

2. Data and Methods
a. Pressure Data Resources
1) TA OBSERVATIONS
	As dDescribed further by Tytell et al. (2016), the TA stations contained several different pressure sensors such as the Setra-278 pressure transducer  were installed within a sub-surface theUSArrayir vault system, including the Setra-278 pressure transducer with t.  Tubing extending above the surface to identify and filter out atmospheric influences on seismic observationsfrom the vault allowed for adequate sampling of the atmospheric surface pressure.  Data from the Setra-278 sensors were recorded and available at interval rates of 1 and 40 Hz.  Jacques et al. (2016) describe the methods used to collect the data from the Incorporated Research Institutions for Seismology (IRIS) systems and archive them data in an efficient format for atmospheric applications from the Incorporated Research Institutions for Seismology (IRIS) systems.  The data are aFurther, archiveds from 1 Jan 2010 – 31 Dec 2015 in are available as a dataset via the Research Data Archive at the National Center for Atmospheric Research  with the intent to continue updating the archive annually until the completion of the USArray campaign(Jacques et al. 2016).  The same pressure observations can also be visualized via the web several web products (http://meso1.chpc.utah.edu/usarray, ) developed for time series analyses (Jacques et al. 2015).
	The relatively short-term (~2-y) deployment strategy for most USArray sites inhibits their use for ongoing studies for many locales. However, aAdvantages for using the TA observations for in this retrospective study research include their thetemporal resolution and sensor uniformity, uniformity of instrumentation, deployment  approachmethods used across the sites, temporal resolution, and data quality.  The 1 Hz Post-quality-controlled observations, initially at a sampling interval of from the Setra-278 sensors 1 Hz, weare subsampled at to 5 min intervals here.to match the temporal resolution of the gridded datasets.  The roughly Cartesian deployment of the 400 sensors at spacing of ~70 km is unique compared to conventional and other observation networks that tend to be clustered in urban areas (Tyndall and Horel 2013).  Jacques et al. (2015) summarize provide information on the objective rate-of-change checks of 2 hPa s-1 (2 hPa min-1) used to indicate suspect (or potentially suspect) periods of data for each TA site.  Sensor performance for the TA in general from 1 Jan 2010 – 31 Dec 2015 is very high, with a median 99.79% uptime per site (Jacques et al. 2016).  When considering suspect observations, this median value only drops to 99.68%.  Problems were typically limited to just a few sites with recurring issues due to sensor power or inlet tubing concerns (Jacques et al. 2016).


2) BACKGROUND REAL TIME MESOSCALE ANALYSIS GRIDS
	The TA observations provide enhanced temporal resolution compared to many other conventional datasets that are readily accessible.  Additionally, the uniformity of the spatial distribution of the TA is a unique property compared to conventional and other observation networks that tend to be clustered in more urban areas (Tyndall and Horel 2013).  However, the spatial resolution of the TA (~70 km) is neither perfectly regular nor adequate on its own for spatial assessment for all mesoscale features with typical length scales varying between 50-500 km.  Thus, another resource with higher spatial resolution was required.
	The NOAA Real Time Mesoscale Analysis (RTMA) product of the National Centers for Environmental Prediction (NCEP)  is used to provide surface pressure data on a regular grid with 5 km horizontal resolution and 1 h temporal resolution during from 1 Mar – 31 Aug 2011 (de Pondeca et al. 2011).  TDuring the period of interest, the RTMA used at that time downscaled pressure grids were created by using a 1- h surface pressure forecasts from the Rapid Update Cycle (RUC) model as its background(de Pondeca et al. 2011) and then performed a univariate two-dimensional variational analysis to incorporate thousands of pressure observations over the CONUS. Since TA observations were made available in real time to NCEP beginning in March 2012 as part of our project, TA observations from 2011 were not incorporated into the RTMA analyses and hence represent an independent dataset.  .  According to Benjamin et al. (2007), the RTMA grids were created by interpolating from the RUC 13-km horizontal resolution to 5 km and then executing a process to incorporate surface observations to produce hourly analysis grids.  Metadata information, including a 5-km grid of To visualize the pressure fields in the presence of topography, ssurface elevation for each RTMA 5 km grid square is used to convert surface pressure to sea level pressure (equivalent here to altimeter). , was also available for deriving sea-level pressure.  TA observations from 2011 were not incorporated into any RTMA analyses and hence represent an independent dataset for this study.  Beginning March 2012, TA observations were made available in real time via MesoWest to NOAA entities, and thus could be incorporated into the RTMA procedures (Jacques et al. 2016)


For our pressure analyses, we needed background fields at 5 km resolution every 5 min. However, visual inspection of the hourly RTMA sea level pressure fields in our region of interest indicated many non-physical “mesoscale”-appearing pressure features that likely arose due to the combined effects of errors or poorly resolved features in the RUC background grids, errors in the pressure observations, or inaccurate station elevation metadata leading to errors in the reduction to sea level pressure. It was determined that no simple bias corrections were practical. Following Jacques et al. (2015), a Butterworth low-pass (12 h) filter was applied to the hourly surface pressure grids to reduce the impact of these potential error sources, yet retain the temporal and spatial evolution of large-scale weather features within which the mesoscale features observable by the TA observations exist. Then, they were interpolated from hourly to 5-min intervals using cubic splines over the entire 6-month period at each grid point. 
b. Pressure Tendency AnalysesFive Minute Analysis Generation
	The enhanced temporal resolution of the TA observations is not sufficient to overcome the inherent limits of the relatively coarse distance (~70 km) between sensors to detect and track mesoscale pressure features, unless the features are travelling in a quasi-linear fashion from one site to another.  Similarly, even if the RTMA pressure fields at 5 km resolution did not suffer during 2011 from apparent errors, the hourly temporal resolution of those grids inhibits establishing temporal continuity for individual pressure features as many often develop, grow, and decay in close proximity to one another. Hence, as an approach to attempt to take full advantage of the resources available, we adjust the relatively high spatial resolution of the RTMA background grids with the high temporal resolution of the TA observations. As a further precaution to reduce errors arising from mismatches between the gridded elevations and those of the TA sites, our analyses are derived from gridded values and observations converted from surface pressure to 5 min pressure tendency, a step common to other similar studies (Mass reference??).Several steps are utilized to generate the analysis dataset used in this study to identify prominent mesoscale pressure features.  Blending of the RTMA surface pressure grids with TA observations is necessary to generate a dataset with high enough spatial and temporal resolution to better assess mesoscale features.  As shown in Figure 1, the positioning of the main portion of the TA from 1 Mar – 31 Aug 2011 was located across the Great Plains of the CONUS, stretching from the Canadian border south to the western Gulf of Mexico coastline.  
	The gridded and observational datasets are blended together using a two-dimensional variational technique.  The University of Utah Two Dimensional Variational Analysis (UU2DVAR,), further described by Tyndall and Horel (2013) is used to , generates pressure tendency analyses every 5 min on the 5 km grid of the RTMA background fields. The background to observation error variance ratio was specified a priori to be 1.0, which implies that the two data sources are assumed to be equally credible. After initial testing, the background error covariances are assumed as well to decay isotropically as a function of the distance between the gridpoints with a decorrelation length scale of 80 km. Since the average spacing between TA sites is roughly similar, that implies that innovations (differences between the observations and background values)analysis grids for several state variables using observations and numerical analysis grids.  The model grids function as a “background first guess” with assumed error covariances, while errors for the observations are also assigned based on knowledge of instrumentation reliability, representativeness, and other factors.  Using the innovations between the background values interpolated to the observation locations and the observations, an analysis grid is produced by adjusting the background grids by those innovations (Tyndall and Horel 2013).  The extent the observations result in analysis modifications is in part dependent on several tunable parameters within UU2DVAR.  The first is the observation to background error covariance ratio, which describes a measure of “trust” in the observations with respect to the background first guess field (where a larger ratio means less trust in the observations).  The second is the horizontal decorrelation length scale, which defines the horizontal extent beyond an observation location where the observation can influence the analysis.  The influence decreases exponentially beyond the observation location and asymptotes to zero beyond the defined length.  Similarly, a vertical decorrelation length scale can also be defined to restrict vertical influence if desired (Tyndall and Horel 2013).
A modified version of the UU2DVAR technique is applied for use with these datasets.  In order to remove concerns regarding mismatches or inaccuracies in observation and numerical grid elevation data, the numerical grids and observations are converted from surface pressure into 5 min pressure tendency. at multiple nearby locations will influence the analysis at any particular gridpoint. 
	 The vertical decorrelation length scale of the background error covariance is increased to a value so that terrain elevation influences on the analysis were removed.  A horizontal decorrelation length scale of 80 km is used, slightly larger than the spatial resolution of the TA.  The observation to background error covariance ratios are set to unity for the TA sites, implying that the observations are trusted to the same degree as the background grids.
At each 5-min interval, the UU2DVAR technique is applied to generate an analysis grid of 5-min pressure tendency using the interpolated RTMA background grids and the TA observations.  Pressure tendency analysis grids are then converted back to standard surface pressure and sea level pressure gridsonce the analysis grid generation is complete. The sea level pressure analysis in Figure 2a highlights the smaller mesoscale features, particularly on the northern and eastern flanks of the surface low, superposed on  synoptic-scale troughing (ridging) in the western (eastern) half of the domain.  Thus, the primary dataset used for identification of mesoscale features is a gridded analysis dataset at 5-km spatial resolution and 5-min temporal resolution for the entire 6-month period and region of interest.  

c. Temporal Filtering and Feature Identification and Tracking
	To isolate mesoscale pressure features, Similar to a Jacques et al. (2015), temporal band-pass filtering techniques are utilized to isolate mesoscale pressure perturbations.  A Butterworth band-pass filter with period bounds corresponding to 10 min and 12 h is applied to eachsurface pressure  time series at every analysis grid point to produce a second dataset of filtered analysis grids of mesoscale pressure perturbations at 5-min intervals.  Grids are also used before 1 Mar 2011 and after 31 Aug 2011 to allow the filtering technique to produce mesoscale pressure perturbations at the bounds of the 6-month period.  The filtered analysis grids are stored with the surface pressure analyses for comparison.  Figure 2b illustrates that the types of mesoscale features resolved by our analysis approach tend to align with portions of MCS complexes.  provides an example of the final analysis and band-pass filtered grids for 0200 UTC 27 Jun 2011 centered over Iowa, with MCS activity ongoing.
	Mesoscale features are defined here as those with an absolute perturbation magnitude of at least 1 hPa, detected for at least 1 h, and with an areal extent of at least 10,000 km2 (radial dimension of ~100 km) at some point during their existence.  The temporal and spatial thresholds are defined to help isolate instances of large magnitude events that could be accurately assessed and tracked as described here. MProminent mesoscale features are first identified for each analysis gridpoint independently.  Beginning with procedures often used to verify features embedded within principals similar to how numerical forecasts  and observed grids have been evaluated (e.g., Clark et al. 2014), regions of mesoscale activity are identified as areas of conjoined grid cells where a pressure perturbation larger than 1 hPa in absolute magnitude was detected.  Attributes, including the areal extent of the 1-hPa absolute magnitude region, are calculated for each region and timefor each independent region. 

Similar Ato Hoskins and Hodges (2002), the dataset utilized here has already been filtered to isolate the specific frequencies of interest.  For this study, an iterative approach is used to utilized to temporally track match detected features regions of interest over successive analysis grids that allows features to form, merge, and decay over extended periods. Given the sizes of interest here (> 10,000 km2 ) and propagation speeds (15-35 m s-1) of pressure perturbations often associated with high-impact weather, it is to be expected that a propagating feature overlaps within a relatively large region on the 5 km grid within a 20 min window.   Hence, tTemporal matching is first conducted using analysis grids separated by only 5 min and then.  Given the feature sizes of interest, grid spatial resolution (5 km), temporal resolution (5 min), and climatological propagation speeds of such features (15-35 m s-1), it was expected that propagating features would encompass a large region of the same horizontal space over periods of 20 min or less.  Thus, overlapping features over longer temporal ranges (10, 15, and 20 min apart) are matched in a fashionan overlap approach is applied  to match like regions of interest between timestamps as the same feature, similar to the spatiotemporal overlap approaches that have been used utilized in feature detection algorithms for both radar (e.g., Johnson et al. 1998; Jung and Lee 2015) and  MODE-TD (e.g., Bullock 2011; Clark et al. 2014). 
To manage as best as possible For situations when splitting and merging of features occur in this dataset, the feature centroid distance to the location of maximum magnitude of a feature is utilized as a means to determine those features that continue, form, or dissipate as well as .  After initial features are matched between successive analysis grids, this same process is executed for grids 10, 15, and 20 min apart.  This allows for additional detection and tracking of features that occasionally fall below the 1-hPa threshold for a short small period within of their lifetime but are clearly the same feature as previously discovered.  Subjective reviews with ancillary datasets weare also conducted to address occasional situations where merging and splitting features appeared to be unphysical.
	Prominent mesoscale features are defined as those with an absolute perturbation magnitude of at least 1 hPa, detected for at least 1 h, and with an areal extent of at least 10,000 km2 at some point during their existence.  The temporal and spatial thresholds are defined to help isolate instances of large magnitude events that could be accurately assessed and tracked using the analyses.  MFeature metrics, including feature geographic centroid position, maximum absolute magnitude position, maximum absolute pressure perturbation magnitude, and other statistics, are saved for everyach prominent feature at each 5-min interval of its existence. 
	An adaptation of the methodology used by MODE-TD is applied to determine feature speed and direction at each timestep within its lifetime.  TAs described by Bullock (2011), the MODE-TD tool derives the components of zonal (u) meridional (v) velocity over a feature’s lifetime through linear regression using all x and y coordinate locations, respectively utilizes information for the feature in question across all horizontal (x, y) and temporal (t) periods(Bullock 2011).  Using a linear regression technique, components of velocity u (v) can be determined through statistical relationships generated with x (y) and t.  An adaptation to the technique is applied here to allow the speed and direction of a feature to vary with time.  We perform a similar linear regression but restrict the sample to For a given timestamp, the only positions of the feature  and time information for a feature within a moving 30 min window are utilized to determine its the particular phase speed and direction at each that timestamp.  This allows  us to assess for the identified features to changes in  direction and speed of features, speed up, and slow down, which is often seen with mesoscale systems that move large distances and through varying environments.

3. Case Studies
a. Event Overviews
	To demonstrate our approach the technique to identify and track large mesoscale pressure perturbation features, two cases are chosen within the 1 Mar – 31 Aug 2011 period.  An initial constraint for these cases is that the phenomena of interest are required to remain within the longitudinal bounds of the primary array of TA stations for the majority of their existence (see Figure 1).  Due to the north-south orientation of the TA deployment, the two cases have phenomena with a substantive meridional propagation component so they can be assessed across the TA domain for longer periods of time.  The first case involves the development and movement of two successive MCS complexes that formed overnight on 11 Aug 2011 over the northern and central Great Plains.  The second case involves a mesoscale gravity wave that formed in association with the synoptic system responsible for a deadly tornado outbreak across the southeastern CONUS on 27 Apr 2011, when the negative perturbation associated with the gravity wave propagated northward away from the primary synoptic system and across much of the Great Plains region.
	
b. 11-12 August 2011 Successive Northern Plains MCS Events
1) ENVIRONMENT SYNOPSIS
	The analysis for this case focuses on two semi-linear convective complexes that initially formed over South Dakota and moved to the southeast over several hours into Nebraska and western Iowa before continuing southeast at varying intensities into northeast Kansas and northwest Missouri.  NARR analysis at 1800 UTC 11 Aug 2011, a few hours prior to the organization of the first MCS, shows mid-level geostrophic flow at 500 (Fig. 3a) and 700 (Fig. 3b) hPa from west to northwest across the central to northern Great Plains.  A digging shortwave trough was quickly propagating into Montana at this time (Fig. 3a), serving as a potential source to organize convection upstream of the trough location.  Figure 4 depicts air temperature, dewpoint, and wind observations from surface-based National Weather Service (NWS) Automated Surface and Weather Observing System (ASOS/AWOS) and Bureau of Land Management Remote Automated Weather Station (RAWS) platforms at 1800 UTC 11 Aug 2011 obtained from courtesy of MesoWest (Horel et al. 2002).  A warm, moist low-level environment is evident with sA clear southerly surface flow can be assessed across much of eastern and central Nebraska and South Dakota with temperatures ≥ 25 ºC and relatively high dewpoints ≥ 16 ºC.  Thus, a warm and moist low-level environment is in place.
The 0000 UTC 12 Aug 2011 atmospheric soundings from Aberdeen, South Dakota (Fig. 5a) and North Platte, Nebraska (Fig. 5b) show elevated Convective Available Potential Energy (CAPE) values.  Both soundings also exhibit the presence of low-mid-level wind shear supporting the development of organized multicellular structures as well as drier mid-levels (600-700 hPa) that support enhanced downdrafts (e.g., Coniglio et al. 2011).  Perhaps most noticeable is the presence of a strong low-level capping inversion in Figure 5b, which likely prevented any surface-based convective development upstream of the first complex.

2) PERTURBATION FEATURE ANALYSIS
	The first MCS initially forms over central South Dakota and then organizes and moves southeastward into the western periphery of the deployed TA.  By 0100 UTC 12 Aug 2011, the complex forms a classic bow echo structure (Fig. 6a).  A region of positive mesoscale pressure perturbations lies near the apex of the bow echo, where the expected mesohigh would reside, and several TA stations, including J32A (Parkston, SD), experience large positive mesoscale pressure perturbations (Fig. 7a).
By 0400 UTC (Fig. 6b), the first MCS expands, with the detected mesohigh expanding as well.  The dashed red line shows the general movement of the feature  during its lifetime based on the approach through assessment of feature speed and direction every 5 min using the modified MODE-TD-based technique described in Section 2.  The median speed for this assessed mesohigh feature is 22.4 m s-1 traveling in a generally southeast direction.  The Initial detection of a wake low feature is detected initially also occurs at 0400 UTC associated with the northern mesovortex that developed as a part of this MCS (Fig. 6b).  Large negative pressure perturbations are recorded at TA stations such as H33A near Clear Lake, South Dakota (Fig. 7b).  Initial generation of the second MCS can also begin to be detected at 0400 UTC in South Dakota west of the TA deployment.
The first MCS continues moving south-southeastward and by 0900 UTC lies over northeastern Kansas and northwest Missouri, with a large positive mesoscale pressure perturbation still in place.  The eastern edge of the bow echo has significantly weakened while the southern and southwestern edges of the complex continued to maintain strength and move south.  The weakened portion of the MCS can still be seen in the via radar reflectivity over  in southern Minnesota at 0900 UTC (Fig. 6c), though the region of positive mesoscale pressure perturbations has weakened, as shown by the TA observations.  The remaining prominent mesohigh region instead shifted southwest to accompany the stronger convection associated with the western portion of the original complex.  The western edges of the complex have begun to weaken as well, but the positive mesoscale pressure perturbation remains intact along the general outflow boundary of the complex as seen in Figure 6c.  Further, a wake low feature is well established behind the first MCS, as indicated by a collocated track (blue dashed line) behind the mesohigh track (red dashed line) with a similar median speed of 22.1 m s-1.  The second MCS has also formed and is beginning to move into the bounds of the TA domain.
The large mesohigh region with the first MCS dissipates and is no longer detected by 1200 UTC (Fig. 6d).  The negative pressure perturbation associated with the trailing wake low region remains.  The positive perturbation associated with the second complex expands in coverage as the system propagates farther into the TA domain with a median speed of 20.8 m s-1., Tdespite this complex remains ing less organized than the first, with a smaller leading line of convection and larger stratiform region remaining further back over much of eastern Nebraska.  Stations K32A and M33A in northeast and east-central Nebraska, respectively, show the passage of the first MCS mesohigh, wake low, and second complex mesohigh structures quite well via time series of pressure perturbation observations (Fig. 7).
Examination of NWS and RAWS surface wind observations report yields wind gusts for both complexes that were approaching, if not surpassing, NWS severe wind criteria of 25.9 m s-1.  Figure 8 shows wind observations at 0415 UTC during the first complex passage near the intersection of Nebraska, Iowa, and South Dakota.  Wind direction observations are as expected along the boundaries of the leading convective line, with a peak wind gust of 24 m s-1 recorded at ASOS station KODX (Ord, NE) along the southwestern edge.  However, winds backing from southerly to easterly with time can be seen behind the initial convective line in association with the wake low region, with an equally intense 24 m s-1 wind gust recorded by ASOS station KBKX (Brookings Municipal Airport, SD) on the back edge of the precipitation associated with the first MCS.  The second complex produced near-severe wind speeds as well with ASOS site KLNK (Lincoln Municipal Airport, NE) recording a 24 m s-1 peak wind gust (not shown).

c. 26-27 April 2011 Propagating Mesoscale Gravity Wave
1) ENVIRONMENT SYNOPSIS
	The second case involves the development of a mesoscale gravity wave across the south-central CONUS that which propagated northward through a large swath of the majority of the TA domain early (0000-0600 UTC) 27 Apr 2011.  The wave originated as a strong negative pressure perturbation across southeast Oklahoma.  The feature moved northward through the central Great Plains as a fairly intense negative pressure perturbation, where it was detected sampled well by the TA stations.  The wave maintained amplitude until reaching the northern portion of the Great Plains, where it then began to dissipate.
The general synoptic environment that was present during the generation of this feature has been reviewed extensively, as the feature occurred just prior to an extremely devastating and deadly tornado outbreak across Alabama and surrounding states later on 27 Apr 2011 (Knupp et al. 2014; Yussouf et al. 2015).  The generation point of the mesoscale feature was to the northeast of a developing surface cyclone over northeastern Texas, placing the feature in a synoptic environment that was likely could be favorable for gravity wave amplification and maintenance.  Knupp et al. (2014) provide an in-depth sounding analysis of the upper level environment associated with the warm sector of the synoptic system, including reviews of instability and shear parameters that supported the development of supercells associated with the tornadic outbreak.  The soundings provided here (Fig. 9) focus on the environment upstream of the mesoscale gravity wave generation region.  The 0000 UTC 27 Apr 2011 sounding at Springfield, Missouri indicates an inversion layer between 900-800 hPa, with weaker stability aloft from 800-600 hPa (Fig. 9a).  Winds within the inversion layer were generally light, while above the inversion layer strong south-southwesterly flow can be seen.  Further north at Topeka, Kansas (Fig. 9b) the inversion layer is higher (based just below 800 hPa) and sharper but remained surmounted by a layer of weaker stability above.  Winds within the thin inversion layer are relatively light, with west-southwesterly flow observed in the above layer of weaker stability.  The Omaha, Nebraska sounding (Fig. 9c) depicts an inversion layer beginning just below 750 hPa with a layer of weaker stability above the inversion.  Winds were northwest backing to westerly through the inversion layer and the layer above.  Finally, the 0000 UTC sounding recorded at Chanhassen, Minnesota does not have no longer has a sharp inversion layer present, with northeasterly flow backing to northwesterly dominating the lower and mid-levels (Fig. 9d).
Previous authors literature (Lindzen and Tung 1976; Bosart et al. 1998; Ruppert and Bosart 2014) haves described how twave ducting through the presence of an inversion layer as well as a potential critical level in the layer above the inversion.  The combination of a strong stable inversion layer with a critical level above it the inversion layer (in a layer of weaker stability) can lead to the trapping and ducting of vertically propagating gravity waves, allowing for the feature to maintain strength and in some cases amplify.  As shown in Figure 10, the general movement of the negative pressure perturbation associated with the gravity wave (blue contoured region and blue dashed feature track) is northerly.  Reviewing the upper-air sounding winds, flow within the layer above the inversion has a large zonal component as opposed to meridional at Topeka and Omaha (Figs. 9b-c), resulting in very low magnitudes of flow component in the direction of wave propagation.  This may have aided in the development of a critical level that which could maintain wave amplitude as the feature moved northward.  Since tThe Chanhassen sounding (Fig. 9d) has opposing flow without a no longer has a strong well-established inversion layer and opposing flow, likely explaining , the the dissipation of the wave likely dissipated as it continued to move north into Minnesota.

2) PERTURBATION FEATURE ANALYSIS
	Convective initiation within the warm sector of the synoptic system begins around 2000 UTC 26 Apr 2011 in southern Arkansas, as seen on radar imagery (Fig. 10a).  By 2200 UTC (Fig. 10b) convection continues to develop near a surface boundary structure located near Arkansas, southeastern Oklahoma, and northeastern Texas.  Coincident with the convective initiation was the generation of a large negative mesoscale pressure perturbation in southeastern Oklahoma, signifying the birth of the mesoscale gravity wave.  It is unclear whether this perturbation was responsible for the convective initiation or vice versa, as described in previous cases (e.g., Bosart et al. 1998).  The gravity wave expands and moves north through much of the TA across eastern Kansas, Missouri, and into Iowa from 0000-0400 UTC 27 Apr 2011 (Figs. 10c-e).  Precipitation is not associated with this northward-moving feature compared to other stronger gravity wave cases that have modified precipitation distributions (e.g., Ruppert and Bosart 2014; Jacques et al. 2015).  This feature moves rather quickly, with a median speed of 36.6 m s-1 when computed using the modified MODE-TD speed algorithm.  By 0600 UTC, the feature begins to dissipate as it moves into Minnesota (Fig. 10f).
	Pressure perturbation time series at several TA sites along the path of the gravity wave depict the negative mesoscale perturbation experienced as the wave passes (Fig. 11).  TA station P36A northwest of Atchison, Kansas depicts the sharpest pressure decrease associated with the wave (Fig. 11a), with subsequent TA stations further north (Figs. 11b-d) showing the sharpness of the pressure fall and overall wave amplitude decreasing, implying weakening of the feature over time.
	The gravity wave was not intense enough to produce any wind damage impacts, although surface winds were modified as the wave propagated northward (not shown).  For this event, wave passage is coincident with an enhancement of north-northwesterly winds as it translated north, followed by a relaxing of wind speeds behind the gravity wave.  In some cases the winds relaxed from gusting 5-8 m s-1 during the gravity wave passage to near calm conditions one hour later.  The wave did move through a region of the CONUS where wind turbines are abundant, thus identification and tracking of these features have potential applications within the wind energy industry for identification of potential wind ramp events.


4. Summary Statistics
a. Feature Occurrences
As mentioned in Section 2, mAll mesoscale pressure perturbation features are defined to  lasting at least 1 h and encompass an area having spatial coverage exceeding 10,000 km2 at one point during their lifetime are considered “prominent” features and are included in the aggregated statistics described here.  Table 1 provides a monthly summary of the 627 detected events for the 627 unique features identified duringfrom 1 Mar – 31 Aug 2011.  June is the most active month for prominent mesoscale features over the TA domain, with 156 features detected (24.9%).  April, May, and August are also active, with July (12.0%) and March (5.4%) exhibiting the fewest features across the TA domain.  Roughly equal numbers of positive and negative pressure perturbations are identified.
	Figure 12 provides a monthly distribution of propagating feature tracks for positive (red) and negative (blue) events.  Distinct patterns and seasonal shifts can be assessed.  For example, during April and May (Figs. 12b-c) most features are generated in the south-central to central CONUS and then move in a general southwest to northeast direction.  This is not uncommon for mid-to-late-spring convective episodes often tied to developing synoptic systems over the Great Plains, where convection initiates in the warm sector and moves east to northeast along or near established baroclinic zones under general southwest flow.  Mesoscale and inertial gravity wave events also typically have similar propagation patterns given their preferred area of genesis relative to synoptic systems (e.g., Koppel et al. 2000).  In contrast, a shift to the north and change in orientation of the tracks is evident from July to August (Figs. 12e-f).  Clear northwest to southeast patterns are seen in August, providing evidence that events similar to the 11-12 Aug 2011 MCS cases dominate this portion of the study period.


b. Feature Characteristic Distributions
A further breakdown of prominent feature characteristics was conducted for 1 Mar – 31 Aug 2011 using histograms.  Figure 13a summarizes the lifetime of detected features during the 1 Mar – 31 Aug 2011 period within our analysis domain.  Most of the features last for less than 3 h (72.9%), with an additional 21.4% of them detected features lasting from 3-6 h.  LFeatures lasting greater than 6 h are composed of primarily long-lived MCS events moving across the TA domain such as with consistent pressure perturbations.  tThe two case studies examined earlier are  relatively rarea part of this latter group of features, with the gravity wave lasting 7.4 h (97th percentile) and the mesohigh of the primary MCS lasting 10.1 h (99th percentile).
	Figure 13b illustrates the maximum areal extent of the detected features.  As anticipated, features with smaller areal extent are more common, with 70.5% less than 40,000 km2 and only 5.3% larger than 80,000 km2 during their lifetime.  Summarizing the total distance traveled by the features (Fig. 13c), most moved fewer than 200 km.  The distance traveled is calculated by assessing the movement of the feature every 5 min.  The combination of shorter lifespan (Fig. 13a) and small propagation velocity is in part responsible for the majority moving less than 200 km.  Very few events (5.3%) propagate further than 500 km, many of which relate well with features with longer duration periods (not shown).  An extreme case for this period was the 26-27 Apr 2011 gravity wave, which moved 1,140 km away from its generation point, the maximum distance assessed for any feature in this study.  In terms of feature perturbation strength, distributions for both positive and negative features are generally similar, with many features having a maximum observed perturbation magnitude of 2-4 hPa (not shown).

c. Feature Speeds and Directions
The distributions of median speed and direction for all assessed mesoscale features are provided in Figure 14.  Consistent with phase speeds noted in the literature, 76.1% of the features have a median speed between 15-35 m s-1.  Features with median speeds less than 15 m s-1 (greater than 35 m s-1) comprise 11.2% (12.7%) of the distribution, respectively.  A general eastward progression of the features is also evident (Fig. 14b), with most features moving in a general eastward to southeastward direction, with northeasterly movement a secondary maximum.  Few features have a median direction over their lifespan that was northwesterly during this period.
[bookmark: _GoBack]	Rather than summarizing only one general speed and direction for each feature, the speeds and directions of features during their entire lifetime are also determined (Fig. 15) since as they varied withinover their lifespan.  All calculated feature speeds and directions are collected and binned into geographic sectors over the TA domain based on their geographic centroid location.  Normalized feature speed and direction roses are created for each sector to quantify the distribution of speeds and directions of features within that region and time period (features that last longer or remain in a particular sector may be weighted more heavily in this analysis).  As summarized overall in Figure 15, speeds of 15-35 m s-1 occur the most frequently in all sectors and for all movement directions.  Interesting variations in favored directions are evident as well.  For example, features in the northeast sector of the TA domain appear to favor propagation directions that are northeasterly to easterly, whereas further west and south an easterly to southeasterly propagation direction is favored.
	Figure 16 depicts the propagation speeds divided by season with spring (MAM) and summer (JJA) in Figures 16a and 16b, respectively.  Shifts in preferred direction are seen in all sectors between the two seasons, with east-northeast movement preferred in spring and east-southeast movement during summer.  These results follow the monthly distributions of feature tracks, as shown in Figure 12.  Also noticeable is a decrease in speeds from spring to summer, with fewer features moving above 35 m s-1 at some point in their lifetime in summer compared to spring.  This result could be related to the general lack of established synoptic mid-to-upper-level flow during the summer months, with mesoscale processes instead being the more dominant phenomena under generally quiescent synoptic conditions across the Great Plains.
	Slight differences between positive and negative perturbation speeds and directions are seen during the period of study.  Most noticeable is the shift in preferred directions across the northern sectors, where positive perturbations favor east to southeast directions while negative perturbations favor east to northeast movement.  This is likely related to phenomena type, where the prominent positive perturbations are more associated with convective systems such as the MCS events of 11-12 Aug 2011 (propagated southeast) and the negative events are more associated with gravity wave-like features such as the 26-27 Apr 2011 case (propagated north).

5. Summary and Discussion
	Prominent mesoscale pressure perturbation features, some of which were associated with high-impact sensible weather phenomena, are assessed for the 1 Mar – 31 Aug 2011 period across the central CONUS through the combination of two distinct resources of surface pressure data.  Observations at 1-Hz temporal resolution and ~70 km spacing are collected from sensors deployed as part of the USArray TA seismic field campaign, which was located across the central CONUS during the study period (Fig. 1).  Hourly RTMA surface pressure analyses, at 5-km horizontal resolution, are incorporated as an additional resource of background surface pressure data due to the increased spatial resolution.  The background grids and TA observations are combined to produce a set of surface pressure grids available every 5 min for the period of interest.  Temporal band-pass filtering (10 min – 12 h) of the analysis grids isolates perturbations produced by prominent mesoscale phenomena.  A perturbation feature tracking algorithm, based on principles employed by other algorithms used for various meteorological datasets (e.g., MODE-TD), is developed to isolate prominent mesoscale perturbation features over the region of interest and evaluate their characteristics over time (e.g., propagation speed and direction).
The results shown in this study highlight the advantages of using both surface observations and numerical gridded products in a cohesive manner to better evaluate the detection and propagation of such mesoscale features, which may or may not be accompanied by variations in other sensible weather fields (e.g., temperature, wind, or precipitation).  Surface pressure observation networks typically have adequate temporal resolution (≤ 20 min) to provide an accurate depiction of the passage of a mesoscale feature, but often lack the spatial distribution (e.g., TA ~70 km, urban clustering, etc.) required to properly assess spatial characteristics.  In contrast, numerical analysis grids provide adequate spatial resolution (≤ 5 km) but typically lack better temporal resolution (at best 1 h).
The two case studies (Section 3) provide examples of inherently different phenomena that are assessed with a filtered analysis grid dataset and adequate feature detection and tracking algorithm.  The 11-12 Aug 2011 MCS features evaluated in the first case (Figs. 6 and 8) highlight the ability to detect and track mature mesohighs and wake lows.  While conventional techniques have often focused on identification and tracking of feature boundaries to signify feature propagation (e.g., Ruppert and Bosart 2014), the perturbations associated with the first MCS highlight an example where the dynamically evolving nature of a large MCS leads to shifts and variations in the perturbation speed and direction, as shown in Fig. 6.  The algorithm developed here considers those deviations, resulting in the nonlinear tracks that better explain the movement of such features.  The 26-27 Apr 2011 gravity wave case (Fig. 10) provides an example where a coherent mesoscale feature can be tracked for long distances and time periods while still remaining collocated with fluctuations in other surface measurements (e.g., surface wind variations), despite general broadening of the feature as shown in the time series of TA stations (Fig. 11).
	The aggregate statistics (Section 4) for all prominent mesoscale features detected are consistent with climatologies derived for various mesoscale phenomena types (Koppel et al. 2000; Bentley et al. 2000; Guastini and Bosart 2016) as well as specific case studies (Bosart and Seimon 1988; Schneider 1990; Bosart et al. 1998; Ruppert and Bosart 2014).  The results build upon Jacques et al. (2015) by applying a more Lagrangian perspective to the mesoscale perturbations detected by each TA station when using a more Eulerian approach.  Table 1 and Figure 12 provide general conclusions that mesoscale feature occurrences during the spring and summer of 2011, within the deployment region of the TA, were most frequent across the central Great Plains region of the CONUS.  Feature propagation tracks (Fig. 12) show the seasonal transitions from spring convection and east-northeastward gravity wave propagation to summer easterly and southeasterly propagating MCS events as the general positioning of the jet stream shifts north and ridging dominates the southern Great Plains.  Histograms of lifetime, maximum areal coverage, and distance traveled (Fig. 13) show that many of the detected features have brief lifespans (less than 3 h), small areal extent (less than 40,000 km2), and short propagation distances (less than 200 km), with the case studies of Section 3 being more extreme cases.
	The calculated phase speeds and directions of the assessed features agree well with the few perturbation climatologies and multiple case studies in the literature, of which most assessed the general speeds of mesoscale features to be within 15-35 m s-1.  The histograms of median propagation speeds (Fig. 14a) place over 76% of the detected features within those limits.  Roses computed from speeds and directions evaluated for features over their entire lifetime show the geographic (Fig. 15) and seasonal (Fig. 16) variations in speeds and directions.  Those results support previous work describing general speed and direction characteristics for MCS, derecho, and large-magnitude gravity wave phenomena (Bosart et al. 1998; Koppel et al. 2000; Adams-Selin and Johnson 2013).
	The algorithms and results demonstrated here highlight the potential for further research and development of additional enhanced algorithms for more accurate detection of mesoscale pressure perturbations that can, directly or indirectly, result in impacts on life, property, and industry.  The location and temporal period of this study were restricted by the deployment strategy of the TA.  As the TA migrated eastward after Aug 2011, the frequency of mesoscale pressure perturbations decreased as described by Jacques et al. (2015), resulting in a smaller sample size, despite large-magnitude inertial gravity waves also occurring from the Great Lakes eastward as well (Bosart et al. 1998; Koppel et al. 2000).  Future research to expand geographic and temporal boundaries could involve the incorporation of additional observational resources, provided the temporal resolution of the observational data is sufficient.
Automated gravity wave detection algorithms have been explored previously in several studies (Koch and O’Handley 1997; Koch and Saleeby 2001).  However, those studies highlight issues associated with acquiring real-time observations with adequate temporal resolution as well as the time required to process and detect mesoscale features.  Inclusion of wind observations from trusted resources and analysis grids should be considered to better isolate high-impact events through analysis of both mesoscale wind and pressure perturbations, in addition to other resources such as radar imagery for events that modulate precipitation.  Conventional real-time ASOS/AWOS observations are only presently available in an experimental state at sufficient temporal resolution (5 min).  Advances in dissemination of higher temporal resolution ASOS/AWOS observations, incorporation of other observational datasets and numerical gridded products such as the RTMA or High Resolution Rapid Refresh (HRRR), and continual advancements in computing power make the automated operational detection of mesoscale features much more realistic.
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Tables

Table 1. Counts (percentages) of pProminent mesoscale pressure perturbation features counts (percentages) were detected from 1 Mar – 31 Aug 2011 over the TA domain, by month and the period totals.  Row columns indicate total, positive, and negative perturbations.  Percentages for all features are relative to the total number (627)  while percentages for positive and negative ones are relative to the total during that month.of features for each time period shown, with the exception of the first row, which is relative to 627 total features detected.

	Description
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Total

	Perturbation Features
	34 (5)
	119 (19)
	117 (19)
	156 (25)
	75 (12)
	126 (20)
	627 (100)

	Positive 
	12 (35)
	54 (45)
	61 (52)
	78 (50)
	43 (57)
	65 (52)
	313 (50)

	Negative
	22 (65)
	65 (55)
	56 (48)
	78 (50)
	32 (43)
	61 (48)
	314 (50)

	All
	34 (5)
	119 (19)
	117 (19)
	156 (25)
	75 (12)
	126 (20)
	627 (100)




Figure Captions

Figure 1. Locations of primary TA platforms with pressure observations from 1 Mar 2011 – 31 Aug 2011.

Figure 2. (a) Gridded sea level pressure analysis of derived surface altimeter centered on northern Iowa at 0200 UTC 27 Jun 2011 according to the scale at the bottom.  (b) As in (a) except for radar reflectivity and mBase radar reflectivity with contours of band-pass filtered (10 min - 12 h) mesoscale pressure perturbations across the same region at 0200 UTC 27 Jun 2011.  Perturbation contoureds at 0.5 hPa are shown in dark red (blue) for positive (negative) perturbations. R.  Radar reflectivity imagery courtesy of the Iowa Environmental Mesonet web services.

Figure 3. North American Regional Reanalysis (NARR) valid 1800 UTC 11 Aug 2011.  (a) 500-hPa geopotential height (solid gray contoured every 40 gpm) and absolute vorticity (shaded according to the scale at the bottomhaded).  (bc) 700-hPa geopotential height (solid contoured every 30 gpm), relative humidity (shaded), and wind barbs (full barb 10 m s-1).

Figure 4. Selected NWS ASOS/AWOS and BLM RAWS surface observations at valid 1800 UTC 11 Aug 2011 over South Dakota and Nebraska.  Station plots depict surface temperature (oC, red), dewpoint (oC, green), wind barbs (full barb 5 m s-1), and peak wind gust (m s-1, blue) recorded within an hour of the valid time.

Figure 5. Skew-T, log-p diagrams from (a) Aberdeen, South Dakota and (b) North Platte, Nebraska valid at  0000 UTC 12 Aug 2011.  Solid (dashed) black lines denote temperature (dewpoint) profiles with observed winds provided to the right of the plot (full barb 10 m s-1).  Hypothetical parcel trajectory annotated as red solid line with calculated CAPE in bottom-left text box.  Sounding geographic location shown with blue star on inset geographic map.

Figure 6. Mesoscale features at identification analyses valid (a) 0100, (b) 0400, (c) 0900, (d) 1200 12 Aug 2011 over the north-central CONUS.  Base radar reflectivity larger than 20 dBZ  shaded according to the scale at the bottomgiven in grayscale coloring.  PDetected perturbation features shown as dark red (blue) contours for positive (negative) perturbations, with their feature tracks shown by as dashed dark red (blue) lines.  PTA ressure perturbations at TA sites (locations plotted as circle markers) are shaded according to the scale on the right. with red (blue) coloring denoting magnitude of positive (negative) mesoscale perturbation recorded.

Figure 7. MBand-pass filtered (10 min – 12h) mesoscale pressure perturbation time series from valid 2100 UTC 11 Aug 2011 – 1500 UTC 12 Aug 2011 at TA stations (a) J32A, (b) H33A, (c) K32A, and (d) M33A.  Location of stations shown as gray stars on the geographic maps to the right of the time series.

Figure 8.  As in Fig. 6 except at 0415 UTC 12 Aug 2011 over portions of Nebraska, Iowa, and South Dakota with Detected positive (negative) mesoscale features in red (blue), radar imagery (faded grayscale), TA mesoscale pressure perturbations (colored circle markers), and NWS ASOS/AWOS and BLM RAWS surface winds (barbs, full barb 5 m s-1) and wind gusts (black text) plotted as well. valid 0415 UTC 12 Aug 2011 over intersection of Nebraska, Iowa, and South Dakota.  Surface station peak wind gusts provided in black text if recorded (m s-1).

Figure 9. As in Fig. 5 except at 0000 UTC 27 Apr 2011 at  Skew-T, log-p diagrams from (a) Springfield, Missouri, (b) Topeka, Kansas, (c) Omaha, Nebraska, and (d) Chanhassen, Minnesota valid 0000 UTC 27 Apr 2011.  Solid (dashed) black lines denote temperature (dewpoint) profiles with observed winds provided to the right of the plot (full barb 10 m s-1).  Sounding geographic location shown with blue star on inset geographic map.

Figure 10.  As in Figure 6, except at (a) 2000 UTC 26 Apr 2011, (b) 2200 UTC, (c) 0000 UTC 27 Apr 2011, (d) 0200 UTC, (e) 0400 UTC, and (f) 0600 UTC across the central CONUS.

Figure 11.  As in Figure 7, except valid 2200 UTC 26 Apr 2011 – 1000 UTC 27 Apr 2011 at TA stations (a) P36A, (b) M36A, (c) J35A, and (d) H36A.

Figure 12.  Mesoscale feature tracks for positive (red) and negative (blue) perturbations during for (a) March, (b) April, (c) May, (d) June, (e) July, and (f) August 2011.

Figure 13.  Histograms of Mdetected mesoscale perturbation feature occurrences summarized by (a) duration of feature existence (h), (b) maximum 1-hPa perturbation areal extent during feature existence (km2), and (c) geographic distance traveled (km) for the full period examined.

Figure 14.  As in Fig. 13 except summarized in terms of Histograms of detected mesoscale perturbation feature occurrences by (a) median feature speed and (b) median direction.

Figure 15.  Mesoscale feature speed and direction roses for all features detected from 1 Mar – 31 Aug 2011.  Features are split into 8 geographic sectors as shown by the general rose locations, with total sample counts to the lower left of each sector indicating the number of assessed feature speeds and directions per bin to the lower left of each sector.  Samples are derived from the composed of speeds and directions every 5 min during every features’ lifetime. calculated at all timestamps for a specific feature’s existence period.

Figure 16.  As in Figure 15, except divided into features during (a) spring (MAM) and (b) summer (JJA) mesoscale pressure features.
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Figure 1. Locations of primary TA platforms with pressure observations from 1 Mar 2011 – 31 Aug 2011.
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Figure 2. (a) Gridded analysis of derived surface altimeter centered on northern Iowa at 0200 UTC 27 Jun 2011.  (b) Base radar reflectivity with contours of band-pass filtered (10 min - 12 h) mesoscale pressure perturbations across the same region at 0200 UTC 27 Jun 2011.  Perturbation contours at 0.5 hPa are shown in dark red (blue) for positive (negative) perturbations.  Radar reflectivity imagery courtesy the Iowa Environmental Mesonet web services.
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Figure 3. North American Regional Reanalysis (NARR) valid 1800 UTC 11 Aug 2011.  (a) 500-hPa geopotential height (solid gray contoured every 40 gpm) and vorticity (shaded).  (c) 700-hPa geopotential height (solid contoured every 30 gpm), relative humidity (shaded), and wind barbs (full barb 10 m s-1).
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Figure 4. NWS ASOS/AWOS and BLM RAWS surface observations valid 1800 UTC 11 Aug 2011 over South Dakota and Nebraska.  Station plots depict surface temperature (C, red), dewpoint (C, green), wind barbs (full barb 5 m s-1), and peak wind gust (m s-1, blue) recorded within an hour of the valid time.


[image: ]

Figure 5. Skew-T, log-p diagrams from (a) Aberdeen, South Dakota and (b) North Platte, Nebraska valid 0000 UTC 12 Aug 2011.  Solid (dashed) black lines denote temperature (dewpoint) profiles with observed winds provided to the right of the plot (full barb 10 m s-1).  Hypothetical parcel trajectory annotated as red solid line with calculate CAPE in bottom-left text box.  Sounding geographic location shown with blue star on inset geographic map.
[image: ]

Figure 6. Mesoscale feature identification analyses valid (a) 0100, (b) 0400, (c) 0900, (d) 1200 12 Aug 2011 over the north-central CONUS.  Base radar reflectivity larger than 20 dBZ given in grayscale coloring.  Detected perturbation features shown as dark red (blue) contours for positive (negative) perturbations, with feature tracks shown as dashed dark red (blue) lines.  TA locations plotted as circle markers with red (blue) coloring denoting magnitude of positive (negative) mesoscale perturbation recorded.
[image: ]

Figure 7. Band-pass filtered (10 min – 12h) mesoscale pressure perturbation time series valid 2100 UTC 11 Aug 2011 – 1500 UTC 12 Aug 2011 at TA stations (a) J32A, (b) H33A, (c) K32A, and (d) M33A.  Location of stations shown as gray stars on geographic maps to the right of the time series.
[image: ]

Figure 8.  Detected positive (negative) mesoscale features in red (blue), radar imagery (faded grayscale), TA mesoscale pressure perturbations (colored circle markers), and NWS ASOS/AWOS and BLM RAWS surface winds (barbs, full barb 5 m s-1) valid 0415 UTC 12 Aug 2011 over intersection of Nebraska, Iowa, and South Dakota.  Surface station peak wind gusts provided in black text if recorded (m s-1).
[image: ]

Figure 9. Skew-T, log-p diagrams from (a) Springfield, Missouri, (b) Topeka, Kansas, (c) Omaha, Nebraska, and (d) Chanhassen, Minnesota valid 0000 UTC 27 Apr 2011.  Solid (dashed) black lines denote temperature (dewpoint) profiles with observed winds provided to the right of the plot (full barb 10 m s-1).  Sounding geographic location shown with blue star on inset geographic map.
[image: ]

Figure 10.  As in Figure 6, except at (a) 2000 UTC 26 Apr 2011, (b) 2200 UTC, (c) 0000 UTC 27 Apr 2011, (d) 0200 UTC, (e) 0400 UTC, and (f) 0600 UTC across the central CONUS.
[image: ]

Figure 11.  As in Figure 7, except valid 2200 UTC 26 Apr 2011 – 1000 UTC 27 Apr 2011 at TA stations (a) P36A, (b) M36A, (c) J35A, and (d) H36A.
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Figure 12.  Mesoscale feature tracks for positive (red) and negative (blue) perturbations for (a) March, (b) April, (c) May, (d) June, (e) July, and (f) August 2011.
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Figure 13.  Histograms of detected mesoscale perturbation feature occurrences by (a) duration of feature existence (h), (b) maximum 1-hPa perturbation areal extent during feature existence (km2), and (c) geographic distance traveled (km) for the full period examined.


[image: ]

Figure 14.  Histograms of detected mesoscale perturbation feature occurrences by (a) median feature speed and (b) median direction.
[image: ]

Figure 15.  Mesoscale feature speed and direction roses for all features detected from 1 Mar – 31 Aug 2011.  Features are split into 8 geographic sectors as shown by the general rose locations, with sample counts indicating the number of assessed feature speeds and directions per bin to the lower left of each sector.  Samples are composed of speeds and directions calculated at all timestamps for a specific feature’s existence period.
[image: ]

Figure 16.  As in Figure 15, except divided into (a) spring (MAM) and (b) summer (JJA) mesoscale pressure features.
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