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Meteorology 5040 

Environmental Statistics 

1 Introduction 

 

Statistics encompasses a broad range of subjects. The goal of this course is to review and apply 

methods to examine data. You likely have some distrust regarding the applications of statistics to 

everyday life. Nearly every day some statistical study is reported in the media that is construed to 

prove the value of one substance or approach vs. another. A common public perception of 

statistics can be summarized as: statistics is useful if it confirms your biases and not useful if it 

requires you to question your beliefs. For example, consider the often misattributed quote: there 

are three types of lies- lies, damn lies, and statistics (not Twain, supposedly Disraeli).  

 

One of the goals of this course will be to emphasize that evaluating data requires you to check 

results and conclusions carefully. Could there be a problem with the data? What assumptions 

were made along the way to distill the data that might bias the results? Was the analysis 

approach really appropriate? What alternative explanations could there be? How statistically, as 

well as practically, significant are the results? 

 

The bottom line is KISS- keep it simple stupid. Most complicated statistical approaches are just 

that- complicated. My general rule is that if you have a really useful result, you should be able to 

see the glimmer of it in the raw data. The trick is to find the gold nugget in the gravel. Subjective 

evaluation of data is critical- if you have to manipulate and massage the data and then use some 

complicated analysis technique to distill the results, how useful will your results be? It may be 

useful if you are attempting to test and verify a well-defined hypothesis, but it may not have a 

direct practical application.  

 

Abuses of statistics result from the common situation that if the only tool in your tool belt is a 

hammer, everything starts to look like a nail. Some statistical measures work better than others, 

depending on the goal of the research and the type of data. A goal of this course is to add a few 

tools to your tool 

belt- it will be up 

to you to figure 

out when is the 

right time to use 

them.  

 

As an introductory 

example of 

environmental 

data, consider a  

drought index for 

Utah shown  in 

Fig. 1.1 that is 

derived from a 

carbon isotope 
Figure 1.1. Utah drought index derived from an isotopic analysis of tree ring data near 

Alton Utah (see http://lwf.ncdc.noaa.gov/paleo/treering/isotope/iso-drought.html). 
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analysis of tree ring data near Alton Utah (near Bryce Canyon). Droughts lasting a decade or 

more are estimated by two or more consecutive negative index values and have been estimated to 

occur most recently during the 1960’s, 1930’s, and 1900’s as well as many other periods during 

earlier centuries. There are many questions we need to ask before assuming this index is a useful 

estimate of recent climate behavior for our state. How was it constructed in terms of the 

physiologic response of trees to climate? How sensitive is the methodology to local weather 

conditions and is the index representative of climate conditions regionally? What corroboration 

is available during the instrumental record that can be used to assess its value? 

 

a. Effective Research 

 

Effective research requires preparation. Environmental problems are complicated. It is a bit 

unrealistic to expect that a phenomenon that evolves in time and space with complex interactions 

between variables will have a single causal factor that is completely apparent through a quick 

analysis of data. There are several basic steps to effective research: 

 

 distill a general interest in a subject into a specific question/hypothesis that can be 

evaluated. While we are all interested in global warming, it is a bit unrealistic to expect to 

examine all of the GCM data or long records of weather data in one study. Sometimes it 

is necessary to limit a study to what can be determined given the existing model or data 

assets. However, as your study progresses, you may find the need to search for other data 

that can help address the question of interest. 

 

 organize the data. This can be the most tedious step, but the most critical. What data do 

you need? How should gaps of missing data be treated? What are the possible limitations 

of the data? Have you looked at the raw data enough to recognize what might be 

physically implausible values? Does the data make sense physically? Do you need to 

remove large signals that are not of interest to your question, i.e., seasonal or diurnal 

cycles, or model biases? You can avoid a lot of missteps by carefully preprocessing the 

data.  

 

 find relationship(s) among the data. Your choices of analysis approaches are critical. 

Given your hypothesis and your data, what is the best way to proceed? It isn’t going to be 

easy- as you proceed, you may end up having to reevaluate the goal of your research, find 

other data assets, or try other ways of analyzing the data. Remember, KISS.  

 

 examine the significance of your results. There is statistical significance, which you 

need to address, and then there is practical significance. Statistical significance is 

important- all too often people over fit data and then their results will be useless when 

applied to an independent data set. However, I want you to recognize practical 

significance. Do your results make sense physically? Have you considered the amount of 

spatial and temporal dependence in the underlying data set? That is, environmental 

observations tend to be statistically dependent spatially and temporally. Does the 

relationship hold up in an independent data set? 
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  review thoroughly what you have done and document your analysis and results. Did 

you cut any corners during the data preparation or analysis? The scientific ethos requires 

that based on the information you provide, someone else can take the same data and 

derive the same results.  

 

 submit your results and study for independent evaluation. Peer review is critical for 

providing an independent opinion of the merits of the analysis that you have completed. 

Accepting criticism of one’s work can be difficult. Be wary of any study that has not 

been subjected to peer review. If a project does not require peer review, then ask 

colleagues for an honest appraisal of the study’s results. 

 

b. Uncertainty 

 

Uncertainty is at the core of this course. Uncertainty arises because:  

1. we can never measure the environment with complete accuracy and precision,  

2. the environment is a chaotic system, which is a maddening combination of randomness 

and order arising from the characteristics of a complex nonlinear system, 

3.  our understanding of the environmental system is imperfect, so physical (and certainly 

statistical) models do not capture the complete behavior of the system.  

 

Always assume that ANY observations are uncertain. Was a human observer involved? Did the 

same observer take the observations each time? What automated equipment was used? What 

metadata (data describing the data) are available to explain how the observations were taken?  

 

I’m a pessimist by nature. If someone asks about some unusual observation that they saw in 

MesoWest, the first thing I do is begin thinking about why that observation is likely messed up. 

Rarely do we know what the “true” state of the environment should be. An instrument can be 

calibrated to a standard in the laboratory, for example, distilled water in an ice bath should have 

a temperature of 0
o
C (but what about impurities, dirt in the container, etc.?). However, I’m also 

more of an optimist than many- we can make sense of data even when imperfections in the data 

exist. If a wind sensor in a slot canyon only blows from the west or east, you may still be able to 

determine when the front passes that station in most cases, even with the biases inherent in the 

data. 

 

We need to distinguish between the usually unknown (outside of the laboratory) “truth” and 

actual measurements.  

 

 True value- value of a quantity sought through measurement, but unknown usually in the 

field 

 

All measurements from instruments will provide an estimate of the true value, with varying 

degrees of success. A number of measures are available to gauge the uncertainty of observations. 

 

 Accuracy- difference in response between a standard and instrument in varying 

environmental conditions 

o a measure of how close a measurement is to the “true” value 
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o high accuracy can be expensive 

 Limitation- capability of an instrument to give accurate readings within a specific range. 

At extreme ranges, readings may be less accurate and hence, limited 

 Precision- how well repeated measurements of some quantity agree with each other. 

o a precise instrument can be inaccurate 

 

Consider the following shots at a “bulls eye”, where the goal is to hit the X, the true value. While 

it is certainly best to have observations that are both accurate and precise, it may be too costly to 

do so.  

 

 
Figure 1.2. X is the “truth” while the filled circles reflect observations. 

 
High accuracy   Low accuracy  High accuracy   Low accuracy 

High precision   High precision  Low precision   Low precision 

Small uncertainty  Large uncertainty Large uncertainty         Large uncertainty 

 

c. Systematic vs. Random Errors 

 

The tendency in environmental fields is to overstate the amount of random error and 

underestimate systematic errors (or biases).  

 

 Random- that which is not precisely predictable or determinable. Random errors arise 

physically due to sudden changes in the environment, due to turbulence or other 

processes. Random errors can also occur due to faulty equipment or observer 

carelessness. 

 Systematic- errors arising from a consistent response of a measuring device to 

environmental conditions or faulty characteristics of instrumentation that occurs 

frequently.  Systematic errors can vary as a function of weather regime: nonaspirated 

thermistors will tend to be affected by radiational cooling and heating of the enclosure 

when the winds are light, for example. 

 

Looking at the bulls eye plots, high accuracy and low precision observations are an example of 

random errors while low accuracy and high precision observations are an example of systematic 

errors. 

 

 

 

 

 

X X X X 
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c. Population vs. Sample 

 

In the same way that we rarely know what the “true” value of a variable should be, we never 

know the entire population of true values as the environmental conditions change in time or 

space. We hope that we choose a sample of observations for analysis such that each element in 

the population has an equal chance to be selected. Obviously, we don’t know what the future 

values will be, so there are clear problems with any sample we choose. For example, the 

increasing trend of atmospheric carbon dioxide concentrations implies that a sample taken from 

the recent past can not reflect accurately the population of carbon dioxide concentrations that 

includes future values.  

 

Also, because of the serial dependence of environmental data (observations collected 

consecutively will tend to be similar to one another depending on the time scale of the 

phenomenon being measured), it is often difficult to have each element of the sample be 

representative of the span of the observations possible in the population. Further, model errors 

are often such that samples from a model tend to be less variable than observed samples, so that 

a sample derived from model fields will not be representative of the observed population. 

 

Selecting the sample for analysis is a critical aspect of organizing the data and depends on the 

question to be addressed by the study. If we want to examine the frequency of occurrence of 

major snow storms at Salt Lake City, does it make sense to include data from the entire year or 

limit the analysis to data from the cool season only?  

 

An obvious rule of thumb is that your sample should be large enough to capture the phenomenon 

of interest many times. “Degrees of freedom” refers to the number of independent elements in 

the sample; the number of degrees of freedom is usually much smaller than the total number of 

members in the sample in environmental data sets. You may want to use only a fraction of the 

total data available to begin your analysis. Then, the remaining data will be an independent 

sample that you can use to evaluate 

and confirm your results. 

Alternatively, procedures can be 

used to rerun the analysis hundreds 

of times omitting randomly data 

each time in order to develop 

confidence in the results. All too 

often, people assume that their 

sample is drawn randomly from the 

population, when in reality, their 

sample grossly underestimates the 

variability inherent in the 

population. 

 

To illustrate these points, consider 

Fig. 1.3. Assume that we are 

measuring some phenomenon for 

which the population consists of 

Lower 
limit 

Upper 
limit 

Average of  
measured  
values 

Single  
measured  
value 

“True”  
value 

Systematic 
error  
 

Single 
 measurement 
error  
 

Figure 1.3. A sample of observations. The bell curve 

reflects the probability of a particular value in the sample. 
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only 1 possible “true” value equal to -2. So the population mean   (average of all of the true 

values) in this case is the same as each individual value and equal to -2. Then, we make a total of 

“n” repeated measurements, which is our sample. One of those measured values, xi equals 2, so 

the measurement error for that specific case is 4. The bell curve shows the likelihood of any 

particular value in the sample. It is more likely that we have a value near 0 and never measure 

values greater than the lower and upper limits. Then, the sample mean 





n

i

ix
n

X
1

1
 

In our example, the sample mean is 0, so we have a systematic error or bias of 2. As the width of 

the bell curve narrows, the precision of the sample increases. As the mean of the sample shifts 

towards -2, then the accuracy of the sample increases.  

 

d. Reducing Dimensionality 

 

Statistical analysis of environmental data typically involves reducing the dimensionality of the 

data to a manageable size. Which variable(s) do we need to consider? Can we consider one 

variable (univariate analysis) or must we consider multiple variables (multivariate analysis). 

What time scales are we interested in? Hours, days, months, years? And, what region (local, 

regional, globally) or level in the vertical (surface, subsurface, upper air)? Are the data available 

on a spatial grid or at specific points? 

 

 Statistics often is misinterpreted as bookkeeping. What is the warmest temperature on record at 

Salt Lake City? What is the biggest snow storm at Alta? To even begin to answer those questions 

raises a number of issues. What period of record are we considering? What instrumentation? 

What about siting issues: where are the observations located (airport, downtown, WBB, etc.)?  

 

We do need to distinguish between weather and climate: 

 weather- state of the atmosphere and, more broadly, state of the environment 

 climate- aggregate summary of the weather,  or, more broadly, aggregate summary of the 

environment 

 

How we go about aggregating the sequence of states of the environment is a critical issue. Much 

of the present climate framework in the U.S. is tied to somewhat outdated practices; climate 

normals are defined in terms of 30-year summaries that shift over time. “Normal” refers to the 

mean, the average of the values observed over time. It is designed to tell someone what the 

typical weather for a location might be.  But, we’ll see later that the mean is not always a good 

measure of the typical weather- it is sensitive to occasional outliers (either real ones or ones that 

arise from failing to identify erroneous observations). Focusing on the extremes (record highs 

and lows) can also be misleading. Is it critical if the temperature drops in a few minute period to 

some really low value, or is it more important if it stays at a slightly higher value for several 

hours? Many of our current practices of recording mean and extreme conditions is simply an 

attempt to reduce the dimensionality of the volume of data available. However, with the sorts of 

computing resources now available, we should not feel so constrained to follow such practices, 

and, at the least, be wary of how those practices may constrain our understanding of the way the 

environment works. 
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Statistical approaches are useful for weather and climate because: 

 

 both are controlled by innumerable factors, which we hope to segregate into a few critical 

factors from the rest  that, for the most part, simply contribute to background noise 

 the characteristics of the system include linearly unstable processes such as baroclinic 

waves that cause growth of small features into larger ones 

 the characteristics of the system (dynamics, thermodynamics) are nonlinear and include 

discrete step functions (i.e., rain/no rain) that can lead to the amplification of small errors 

into large ones 

 the system is dissipative, which guarantees “stationarity”, i.e., the climate system will 

remain stable and not run away from the current state  

 

So, if we want to predict some future outcome, what variables must we consider? What 

locations? Over what time interval? Dealing with location (horizontal and vertical), time, and 

variable simultaneously is best left to numerical models. The nonlinearities and instabilities 

make the environment unpredictable after characteristic times that differ among the various 

subcomponents (atmosphere, ocean, ice, etc.). The combination of noise and damping in the 

environmental system makes statistical predictive approaches credible. Deterministic approaches 

to forecasting future states of the environment (i.e., that the system is known and predictable at 

short lead times once the initial state is specified) may be less accurate than statistical 

approaches, which typically presume that there are a range of likely outcomes given the 

uncertainty inherent in the system. 

 

d.  Descriptive vs. Inferential Statistics 

 

The distinction between descriptive and inferential statistics ties together many of the above 

points: 

 

 Descriptive- organization and summarization of data, which may include using statistical 

models to interpret the volumes of data 

 

 Inferential- figuring out why the environmental system behaves the way it does using 

data. 

 

No matter what your career goals may be now, I expect that you will be faced many times with 

the task to extract information from environmental data. None of you are likely to develop a new 

coupled model of the earth-atmosphere system from scratch. All of you will likely examine a 

chunk of the vast environmental observational data that has been and will be collected during 

your career. An effective evaluation of data entails the use of statistics descriptively and 

inferentially. The process of data analysis requires brute force detective work: being organized 

and thorough as well as following through and experimenting with different approaches to 

examine the data. It also requires insight and intuition into the workings of the environment: you 

must understand the goals of your investigation and the flexibility to adapt as your understanding 

improves during preliminary analyses.  
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e. Matlab 

 

The text, Matlab Recipes for Earth Sciences by Martin Trauth, is a great resource. Don’t try to 

take this course without it. Go through Chapter 2 immediately. It is important that you first 

understand what you need to do. Then, take advantage of matlab to relieve the tedium of doing 

the calculations. But, that often requires you to do some of the calculations manually and then 

make sure and verify what you get from matlab matches that. Throughout these notes, bold italic 

will indicate Matlab commands using the version of Matlab including the additional statistical 

toolbox.  Bold will be used for default matlab functions and you’ll see both sets of commands in 

the example codes. All of the functions in the statistical toolbox can be generated from the 

functions available in the standard Matlab release, so, if you’re motivated to do so, you can work 

around that limitation. Graduate students more familiar with IDL can certainly use that. Share 

code features with others (and us!), if you do so. 

 

As with all programming, there are good ways to approach an assignment, and, very frustrating 

approaches. Here’s a few reminders: 

 

1. understand what you are expected to do. Ask questions and get clarification before trying 

to write code.  

2. look at the example code, run it interactively, and understand what it does. You won’t be 

expected to start from scratch. Again, ask questions if something is not clear and pay 

close attention to the details of the example code.  

3. Read the text and look online for techniques and tricks if you’re stuck. There are lots of 

resources to solve problems. 

4. Don’t assume there is only one way to do something, but, recognize I am generally 

expecting a particular approach should be used. Let me know if you’ve found an 

alternative approach that works. 

 

Programming is an iterative process. You do something, it doesn’t work, you make a change, and 

it still doesn’t work. Then what? First, when did it stop working? Did the example code do what 

it was supposed to do? Then, what did you change? Have you looked at the variables? Did you 

look at some intermediate values? Don’t assume that just because you didn’t get an error 

message that everything is coded correctly. Check your results. Do they make sense? Don’t 

expect us to debug your code. Look very carefully at what you are doing and then ask others in 

the class if you are still struggling.  

 

One of the goals of this course is to improve your programming and debugging skills. Employers 

expect people to be able to work independently and solve problems.  
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Press. 224 pp. (a classic resource- still useful info). 

 

von Storch, H, F. Zwiers, 1999: Statistical Analysis in Climate Research. Cambridge University 

Press. 484 pp. (really good for climate applications) 

 

Jolliffe, I, D. Stephenson, 2003: Forecast Verification. Wiley. (obviously with a verification 

slant) 

 

Barnett, V., 2004: Environmental Statistics.  Wiley (covers sampling in the field really well) 

 

Martinez, W., A. Martinez, 2002: Computational Statistics Handbook with MATLAB. Chapman 

and Hall. 591pp (good resource for MATLAB) 

 

Hartmann, D., 2005: Course notes for ATMS552. Download from 

http://www.atmos.washington.edu/~dennis/552_Notes_ftp.html (advanced graduate level course) 

 

g. Check Your Understanding  

 

1. Using the framework of Fig. 1.1 in Chapter 1 of the text, give an atmospheric example of 

an available population, an accessible population, a statistical sample, and a physical 

sample. 

 

2. Give an example of an effective sampling strategy for your atmospheric example in #1. 

 

3. Put in your own words the critical differences between descriptive and inferential 

statistics and provide an example of both. 

 

4. Give an example of an environmental measurement where truth is known. Explain why 

air temperature observations taken on a runway at an airport may exhibit a systematic 

bias compared to the temperature in a nearby rural area. 

 

5. Summarize to what extent the study “Does it rain more often on weekends?”  

http://improbable.com/airchives/paperair/volume4/v4i2/rainmore.htm exhibits the 

characteristics of effective research as outlined in Section 1a. 

 

6. Since it seems unnecessary to report the ocean temperature at a particular location very 

often,  a technician decides to transmit only the value at 2 PM. But, it turns out that there 

is a substantial sinusoidal diurnal change in temperature such that the 2 PM  observation 

is nearly always at the peak of the daily oscillation.  What sort of bias will this make for 

an estimate of the yearly-average temperature? What is the minimum number of 

observations you might need to get a useful estimate of the daily-average water 

temperature in this instance? The technician then decides to fix the problem by 

transmitting observations every minute during the day of the year. How many total 

http://www.atmos.washington.edu/~dennis/552_Notes_ftp.html
http://improbable.com/airchives/paperair/volume4/v4i2/rainmore.htm
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number of observations will be collected each day? Estimate the number of degrees of 

freedom (independent sample values) available per day.  

 

7. Consider the change (in tenths 
o
F)  of the winter season climate normals available at 

http://www.cpc.ncep.noaa.gov/products/predictions/new_climates/90day/Dec/ for the 

1971-2000 period relative to the 1961-1990 period. Should our current climate as 

measured by surface air temperature be considered stationary? 

 

8. Forecasters at the Climate Prediction Center of NCEP provide seasonal forecasts for the 

temperature departure from the 1971-2000 climate normals. Considering temperature 

trends associated with global warming, would you expect to see forecasts for most of the 

country be above the 1971-2000 climate normal or below it? (See 

http://www.cpc.noaa.gov/ for the current seasonal forecast).  

 

http://www.cpc.ncep.noaa.gov/products/predictions/new_climates/90day/Dec/
http://www.cpc.noaa.gov/

