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• NY Times review 

 

http://www.nytimes.com/2007/04/22/books/review/Easterbrook.t.html


Assignments/Dates 
– Chapter 3 notes due Feb 15 

– http://journals.ametsoc.org/doi/pdf/10.1175/BAMS-88-

6-853 Cerveny Article 

– Amazon Drought paper review Due Feb 17 

– Odds Are It’s Wrong. Due Feb 22 

• http://www.sciencenews.org/view/feature/id/57091/title/Odds

_Are,_Its_Wrong 

• Read and summarize issues about significance testing in a 

few paragraphs 

– Chapter 4 notes due Feb 24 

– Exam March 1.  
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Annual Precipitation of Utah 

• Have we been in a drought the 

past 5 years? 

• Define drought as average 

precipitation over 5 year period 

substantively below 0 

• Values: 3.9, -3.9,-3.8,-2.9,2.4 

• 5 yr mean -0.9, sd = 3.9  

• 116 year sample mean 0, sd = 5.8 

 





Steps of Hypothesis Testing 
• Identify a test statistic that is appropriate to the data and question at hand 

– Computed from sample data values. 5 yr sample mean -0.9 

• Define a null hypothesis, H0 to be rejected 

– 5 yr sample mean 0 

• Define an alternative hypothesis, HA 

– 5 yr sample mean < 0 

• Estimate the null distribution 

– Sampling distribution of the test statistic IF the null hypothesis were true 

– Making assumptions about which parametric distribution to use (Gaussian, 

Weibull, etc.) 

– Use sample mean of 0 and 116 yr sd of 5.8 

• Compare the observed test statistic (-0.9) to the null distribution. Either 

– Null hypothesis is rejected as too unlikely to have been true  IF the test statistic 

fall in an improbable region of the null distribution 

• Possibility that the test statistics has that particular value in the null 

distribution is small 

• normspec([-1.96*5.8,1.96*5.8],0,5.8) 

• OR 

• The null hypothesis is not rejected since the test statistic falls within the 

values that are relatively common to the null distribution 
 

 

 



Caution! 

• NOT rejecting the null hypothesis is not the same as saying the null 

hypothesis is true 

– There is insufficient evidence to reject H0 

• H0 is rejected  if the probability p of the observed test statistic is ≤ α 

significance or rejection level 

• If odds of test statistic occurring in the null distribution less than 1 or 

5%, then we may choose to reject the null hypothesis 

• Rejecting the null hypothesis MAY be same as accepting alternative 

hypothesis BUT there may be many other possible alternative 

hypotheses 

• You must define ahead of time the α significance or rejection level 

• 1% or 5%, 1 in 100 or 5 in 100 chance that you accept the risk of 

rejecting the null hypothesis incorrectly 

• Type 1 category error of a false rejection of the null hypothesis 

 

 



Central Limit Theorem 



Students’ t test 

xsnxt /1)(  





Which 5-yr samples would be considered a 

drought? 

 



Summary 

• Research involves defining a testable hypothesis and demonstrating that 

any statistical test of that hypothesis meets basic standards 

• Typical failings of many studies include: 
–  (1) ignoring serial correlation in environmental time series that reduces the estimates of the 

number of degrees of freedom and  

– (2) ignoring spatial correlation in environmental fields that increases the number of trials that 

are being determined simultaneously.  
• Inflates the opportunities for the null hypothesis to be rejected falsely.  

• Use common sense 

• Be very conservative in estimating the degrees of freedom temporally and 

spatially  

• Avoid attributing confidence to a desired result when similar relationships 

are showing up far removed from your area of interest for no obvious reason 

• The best methods for testing a hypothesis rely heavily on independent 

evaluation using additional data not used in the original statitiscal analysis  

 



4. Exploratory Multivariate Data Analysis 

• want to relate how one or more phenomena are 

related to others 

• Think of it as a multidimensional problem and 

the goal is to reduce the dimensionality through 

exploration of relationships 

• Dealing with the dimensionality of environmental 

data sets in statistical analyses is of general 

concern (Murphy 1991; Mon. Wea. Rev., 1590-

1601).  

• Exploratory multivariate data analysis 

encompasses an array of tools to assess 

relationships between two or more samples  



Large Dimensionality of Geophysical Data Sets 

t t+1 

•Time: time (t) and forecast time (tf) 

t t+1 

•Parameter & 

Source 

(temperature, winds, 

different models, 

measuring systems, 

perturbations) 

x 

y 
z 

•Space: x, y, z 



SNOTEL Sites 

Tony Grove (3) 

Ben Lomond 

Peak (1) & Trail (2) 

Payson (6) 

Thaynes 

Canyon (7) 
Snowbird (4) 

Timpanogos (5) 



Ben Lomond Daily Precipitation 
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Estimating Values of One Variable From Another 

• X- Ben Lomond Trail 

• Y- Ben Lomond Peak 

• Want to estimate Peak 

from Trail  

• Use pairs of 

observations from 

sample 

• Need to determine 

coefficient b or r 

• b- slope of linear 

estimate 

• r- linear correlation 
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Be Careful… 

• Avoid considering X as “predictor” and Y as 

“predictand” 

• Estimate Y from X 

• X is independent variable 

• Y is dependent variable 


