
Assignments/Dates 
– Chapter 3 notes due Feb 15 

– http://journals.ametsoc.org/doi/pdf/10.1175/BAMS-88-

6-853 Cerveny Article 

– Amazon Drought paper review Due Feb 17 

– Odds Are It’s Wrong. Due Feb 22 

• http://www.sciencenews.org/view/feature/id/57091/title/Odds

_Are,_Its_Wrong 

• Read and summarize issues about significance testing in a 

few paragraphs 

– Chapter 4 notes due Feb 24 

– Exam March 1.  
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US CLIVAR/NCAR ASP Researcher Colloquium (by Invitation/Application) 

Statistical Assessment of Extreme Weather Phenomena under Climate Change 

NCAR Foothills Lab, Boulder, Colorado, USA June 1317, 2011 

The US CLIVAR/NCAR Research Colloquium will assemble climate researchers, 
statisticians, decision and policy makers to discuss the state‐of‐the‐art in science of 
weather and climate extremes and its application to real‐world decision‐making. 
Specific objectives: 
Determine climate and weather extremes that are crucial in resources 
management and policy making 
Identify the current state of the science of climate and weather extremes 
including uncertainties and information gaps in real‐world applications 
Obtain insights into the capabilities of climate models in identifying and 
modeling such extreme events. 
Assess efficacy of statistical methods and tools to analyze and model extreme 
events under climate change 
Develop interdisciplinary research directions in modeling and application of 
climate extremes. 
The Colloquium organizing committee invites the participation of researchers 
studying extreme events in observations and climate models; statistical modeling 
and identification of extremes; use of climate extremes in a suite of decision and 
policy making context. 
If you are interested in participating, please submit an application with your CV and 
a brief statement of interest via an online application at 
http://www.regonline.com/Register/Checkin.aspx?EventID=931739. Travel 
support is available. You will be asked to identify any travel support needs in your 
application. The deadline for applications is March 28, 2011.  



Science Magazine 

• http://www.sciencemag.org/site/special/dat

a/ 

http://www.sciencemag.org/site/special/data/
http://www.sciencemag.org/site/special/data/


4. Exploratory Multivariate Data Analysis 

• want to relate how one or more phenomena are 

related to others 

• Think of it as a multidimensional problem and 

the goal is to reduce the dimensionality through 

exploration of relationships 

• Dealing with the dimensionality of environmental 

data sets in statistical analyses is of general 

concern (Murphy 1991; Mon. Wea. Rev., 1590-

1601).  

• Exploratory multivariate data analysis 

encompasses an array of tools to assess 

relationships between two or more samples  



SNOTEL Sites 

Tony Grove (3) 

Ben Lomond 

Peak (1) & Trail (2) 

Payson (6) 

Thaynes 

Canyon (7) 
Snowbird (4) 

Timpanogos (5) 



Ben Lomond Daily Precipitation 
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Estimating Values of One Variable From Another 

• X- Ben Lomond Trail 

• Y- Ben Lomond Peak 

• Want to estimate Peak 

from Trail  

• Use pairs of 

observations from 

sample 

• Need to determine 

coefficient b or r 

• b- slope of linear 

estimate 

• r- linear correlation 
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Definitions 

• Estimate  

• Error of estimate 

• Want        to be a minimum 

• Need to find the value of b that minimizes that sum 

 

 

• The value of b that minimizes the total error in the 

sample 
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Covariance 

• Relates how departures of x and y from respective means are 

related 

• Units  are the product of the units of the two variables x and y 

• Large and positive if sample tendency for: 

–  large + anomalies of x occurring when large + anomalies of y 

AND 

–  large - anomalies of x occurring when large - anomalies of y 

• Large and negative if sample tendency for: 

– large + anomalies of x occurring when large - anomalies of y 

AND 

–  large - anomalies of x occurring when large + anomalies of y 

• Near zero when tendency for cancellation  

– large + anomalies of x occurring when both  large – and + 

anomalies of y AND 

–  large - anomalies of x occurring when both large – and + 

anomalies of y 

 

 



Linear Correlation 

• Dimensionless number relates how departures of x and y from 

respective means are related taking into account variance of x and y 

• r = 1. Linear fits estimates ALL of the variability of the y anomalies 

and x and y vary identically 

• r = -1 perfect linear estimation but when x is positive, y is negative 

and vice versa 

• r = 0. linear fit explains none of the variability of the y anomalies in 

the sample. Best estimate of y is the mean value 
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y’s total sample variance = fraction of variance estimated 

by x + fraction of variance NOT explained by x 



Linear Algebra is your friend 
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Variations on a theme 

• Pearson correlation vs. Spearman rank correlation 

• Spearman- correlating ranks not values 

– Good for skewed distributions 



Stop and think before blindly computing correlations 

• tendency to use correlation coefficients of 0.5-

0.6 to indicate “useful” association.  

– 75%-64% of the total variance is  NOT 

explained by a linear relationship if the 

correlation is in that range  

• linear correlations can be made large by 

leaving in signals that may be irrelevant to the 

analysis. Annual and diurnal cyles may need 

to be removed  

• large linear correlations may occur simply at 

random, especially if we try to correlate one 

variate with many, many others  

• relationships in the data that are inherently 

nonlinear will not be handled well  

• when two time series are in quadrature with 

one another then the linear correlation is 0  

• Linear correlation provides no information on 

the relative amplitudes of two time series 



Multivariate Linear Correlations 

• 7 stations and n years 

• Standardized anomalies 
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Multivariate Linear Correlations 
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Linear Correlation Coefficients 



Teleconnections 



Teleconnections 



http://www.cdc.noaa.gov/Correlation 

 



Correlating Maps Rather Than Time Series 

• Comparing variability in 

one year over 7 locations 

to the variability in all of 

the other n= 18 years 
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Comparing Forecast Anomaly Maps to Analyses 

 


