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Assignment 1

1. Try the following:

Q1.
Vary the degree of the polynomial fit. Does the polynomial fit to the observations ever provide a decent analysis? Does the polynomial fit to the observation innovations ever provide a decent analysis?
A1.
No.  Even if you tried to fit a high order polynomial to the observation corrections, the polynomial fitting produces ringing artifact that throws off values at grid points in between observations.
[image: image1.emf]10 20 30 40 50 60 70 80 90 100

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Truth

Background

Obs

Poly O

Poly OC

polynomial degree = 2 

[image: image2.emf]10 20 30 40 50 60 70 80 90 100

-12

-10

-8

-6

-4

-2

0

2

4

6

Truth

Background

Obs

Poly O

Poly OC

Polynomial Degree = 9 


Qualitatively, our analyses, traces “Poly O” and “Poly OC”, are poor representations of the “Truth.”  Not only that, note our analysis quality measure,
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are Analysis Quality, referred to as AQ from here on in, are 0.0199 and 0.9211 for “Poly O” and “Poly OC” respectively.  We will see that these numbers increase, indicating higher quality of analysis, as we improve the method of analysis.

Q2.
Vary the radius of influence of the Barnes analysis. As the radius of influence increases, how does the analysis change. Does the analysis improve or degrade as the radius of influence increases? Why?

A2.
The Barnes radius of influence (BROI) increases the number of grid points (here also number of kilometers) an observation has influence on.  This concept is best illustrated with the following plots.
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As it can be seen above, BROI effects the outcome of the analysis by influencing grid points within the radius.  On the left is with BROI = 1 and, right, BROI = 10. If there exists only one observation point within the radius, that observation dominates the analysis.  If none are present, analysis jumps back up to Background.  Best measure of analysis quality can be obtained with BROI = 4.  AQ = 2.30.
Q3.
Vary the background error decorrelation scale. Describe the different types of optimum interpolation analyses when the decorrleation scale is very small, middle range (order 10-20 km), and very large.

A3.
Background error decorrelation scale (BEDS) gives observation points to influence analysis solution within given radius.  For example, with EDS=1, grid point overlapping the observation point to be very heavily weighted with observation value.  As the BEDS increases to 10, 20, we see that influence of observation point gets extended into longer and loger ranges.  At EDS = 80, we see that more than one observation points influence a given grid point, resulting in skewing the background error value by some weighted average of the observation points.  This makes the analysis solution to have exactly the same features as background, but skewed towards the trend of the observation values.
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Q4.
Vary the Bratseth radius of influence. How well does the Bratseth solution match the OI solution when the Bratseth radius of influence matches the background error decorrelation scale? When they don't match?

A4.
I will refer to background error decorrelation scale as BEDS and Bratseth radius of influence as BrROI from here on in.  When BEDS is small and equal to BrROI, the analysis solution is more or less indistinguisheable.  But when they start to get increase, to scales of 10 or more, they start to deviate from one another.  The deviation seems to be greatest around 20 or so.  The solutions seem to converge again as BEDS and BrROI increases to 100.
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One other thing to note is that, as EDS and BROI is lowered, analysis solution approaches observation (wherever there exist data points), whereas EDS and BROI increases, features in the solution matches the background (with some offset).
2Q.
Determine the analysis quality (1/sigma_analysis) for each type of analysis. Which analysis in 1 has the highest quality? The least? For the OI scheme, contrast the analysis quality to the quality of the background and observations. When you are asked to evaluate whether something is better or worse, incorporate into all of the questions (1, 3-5) the analysis quality measure as an objective measure of improvements and degradations as well as your subjective impressions.

2A.
Polynomial interpolation:: Even qualitative analysis alone, we can see that polynomial interpolation on Observation alone does not yield good results.  Polynomial interpolation to Observation Corrections yields better results.  Best result was achieved with polynomial degree=5.  Analysis Quality (AQ) = 2.67.
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Barnes Radius of influence (BaROI):  Objectively, BaROI value of 3 yields the best AQ at 2.34.  But, subjectively, I don’t think it is the best solution.  We should keep in mind that a temperature profile is what we are after.  The analysis solution gives very jagged curve which is not likely to be a good representation of the reality.
[image: image15.emf]10 20 30 40 50 60 70 80 90 100

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Truth

Background

Obs

Poly O

Poly OC

Barnes

BROI=3 

[image: image16.emf]10 20 30 40 50 60 70 80 90 100

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Truth

Background

Obs

Poly O

Poly OC

Barnes

BROI=7 


I, personally, like BaROI=7 better in that the features are smooth.  It has all the features present in the truth, although geographic location of the features are overshot by quite a bit.

Background Error Decorrelation Scale (BEDS): Best result was achieved with BEDS parameter around 7.
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As the plot shows, the analysis solution gives good agreement to features in the truth but still being faithful to observation points.  AQ =3.124.

Bratseth Radius of Influence (BrROI): Best results was achieved with BrROI parameter around 7.5.
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Bratseth solution pays more attention to observation values and Bratseth Matrix solution pays more attention to background values.  AQ = 3.01 for Bratseth and AQ = 2.85 for Bratseth Matrix solution.

3Q.
Modify the code by adding a new input variable that allows you to scale the observational error covariance matrix, sigo. Discuss how the OI(BEDS) and Bratseth solutions change if the observations are assumed to be perfect vs. when the observational errors are assumed to be very large (5 times larger than specified in the default code).
3A.
When observational error covariance matrix indicates that the error is high, the analysis progressively takes the weights off from observation values.  

[image: image19.emf]10 20 30 40 50 60 70 80 90 100

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Truth

Background

Obs

OI

Error Decorrelation Scale = 1

sigo = 0

[image: image20.emf]10 20 30 40 50 60 70 80 90 100

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Truth

Background

Obs

OI

Error Decorrelation Scale = 1

sigo = 5


As it can be seen in the plots, with increasing sigo, indicating worse and worse observation error, the analysis solution gets farther away from observation, and matches more the background as expected.


Bratseth analysis does not vary with changes in the observational error covariance matrix.  It can be seen from the fact that the code in this Bratseth solution section does not include po or sigo.  These two values indicate what the observational error is.
4Q.
Modify the code from a 1-dimensional analysis that is a function of radial distance (r) only to a 2-dimensional analysis that is a function of both radial distance and vertical distance (z). In other words, for the Barnes, OI, and Bratseth analyses respectively, modify the code to allow for changes in elevation. 

aQ.
For the Barnes analysis, change the weight matrix, wba, so that it is a function of separate horizontal and vertical radii of influence. However, assume that the vertical radius of influence is a fixed percentage (1/10th, 20%, etc.) of the horizontal radii of influence. How do the 2-dimensional solutions differ from the 1-d solutions? 
aA.
I attempted to add another dimensionality to the barns analysis by changing the weight matrix to,


[image: image21.wmf]zrad=0.2*radb;

zfactor=zo(k)/(300*zrad);

wba(k,i)=exp(-(distx/radb^2+zfactor));


Above changes gave the following result.  As it can be seen, adding elevation information in a strategic way gives reasonable results.
[image: image22.emf]10 20 30 40 50 60 70 80 90 100

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Truth

Background

Obs

Barnes

2D Barnes Analysis

BaROI = 7

[image: image23.emf]10 20 30 40 50 60 70 80 90 100

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Truth

Background

Obs

Barnes

1D Barnes Analysis

BaROI = 7


bQ.
For the OI and Bratseth solutions, change the background error matrix, pb, so that it is a function of both radial and vertical separation. However, assume that the vertical decorrelation scale is a fixed percentage (1/10th, 20%, etc.) of the horizontal scale. For the Bratseth solution, change the correlation matrix, rho, to be a function of both radial and vertical separation. How do the 2-dimensional solutions differ from the 1-d solutions?
bA.
For the OI (or BEDS) analysis, I have made the following changes to the code.  This modification is qualitatively similar to the changes made to Barnes analysis.


[image: image24.wmf]zdiff = zg(i)-zg(j);

zrad = 0.2*rad;

zfactor = abs(zdiff)/(10*zrad^2)

pb(i,j) =  sigb* exp (-(r^2/rad^2+zfacto

r));


The changes gave the following results
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It is hard to say which one is better, but there are some qualitative differences that are undoubtedly apparent.

Following changes were made to the Bratseth analysis.


[image: image27.wmf]zdiff = zo(k) - zo(l);

zfactor = zdiff^2/500/(.2*radbr)^2;

rho(l,k) =  exp(-(r^2/radbr^2+zfactor));


The change made to the Bratseth analysis yielded the following.
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It makes both Bratseth and Bratseth matrix solutions to converge.

5Q.
Adapt the existing code to use another type of fit to the observation innovations, make some other improvement to the OI or Bratseth schemes, or evaluate the senstivity of the solution to some other aspect of the problem (e.g., vary the quality of the background, vary the truth, etc.).
5A.
I made changes to the background to have a short time scale oscillation.  This is the result of the variation.
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As it can be seen, all analysis except for Barnes has heavy sine wave superposed on top of the solution.  I have used all input values BaROI=BEDS=BrROI=10.  From this, we can see that Barnes uses average of background values, whereas other methods use un-averaged background values.
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