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Math6790 Part III, Assignment 1

1. Run the code as is:

a. Vary the degree of the polynomial fit.

This is the case with the polynomial order = 2.
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This is the case with the polynomial order = 4.
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From the two plots above, higher order polynomial fit does not give a decent analysis.  

b. Vary the radius of influence of the Barnes analysis.

This is the case when the radius of influence for Barnes = 10.
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This is the case when the radius of influence for Barnes = 20.
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This is the case when the radius of influence for Barnes = 50.
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From the plots above, increase in the radius of influence for Barnes tries to elimination the temperature variation at different locations. In other words, it trends to give a constant value. The analysis degrades as the radius of influence increases. This is because a bigger value of radius of influence is going to increase the correlation between two observations that are far away enough from one another, although the two observations are not correlated at all. This will give a unified result to represent the temperature distribution, which is not correct. 

c. Vary the background error decorrelation scale.

background error decorrleation scale = 1:

[image: image6.wmf]0

20

40

60

80

100

120

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

Truth

Background

Obs

OI


background error decorrleation scale = 10:
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background error decorrleation scale = 100:
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When the decorrleation scale is small (1 km), we can see the sharp change in the temperature distribution. When the decorrleation scale is big (100 km), we can see a similar curve as the background one. The middle case (10 km) gives a compromise between the observations and the background. This means that a smaller background error decorrleation scale will only allow the observations affect on the background locally, while a bigger value will allow the observation affect on the background globally. 

d. Vary the Bratseth radius of influence.

Bratseth radius of influence =  background error decorrelation scale = 10 km:
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The Bratseth solution matches the OI solution exactly when the Bratseth radius of influence matches the background error decorrelation scale.

Bratseth radius of influence = 1 km, background error decorrelation scale = 10 km:
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Bratseth radius of influence = 100 km, background error decorrelation scale = 10 km:
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When Bratseth radius of influence is not equal to the background error decorrelation scale, the Bratseth solution match the OI solution.

2. Determine the analysis quality (1/sigma_analysis) for each type of analysis.

Analysis quality of bratseth iterative solution  = 2.68655238184602 has the highest quality.  Analysis quality of barnes solution  = 0.610071451212014 has the least quality. For the OI scheme, quality of the background = 0.93206105446415, quality of the observations = 5.16563565578802 and analysis quality = 2.67074504444449. Analysis quality is the intermediate value between quality of the background and quality of the observations.

3. Scaling the observational error covariance matrix, sigo.

Case 1: observation error variance = 0 * sigo
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Case 1: observation error variance = 1 * sigo
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Case 1: observation error variance = 5 * sigo
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When the observations are assumed to be perfect, the analysis is going to follow the observations exactly. As shown in the first plot, analysis crosses all the observations. As the observation error variance increases, the analysis more and more relies on the background. As shown in the third plot, the analysis more resembles the background than the other two.

4. 2-dimensional analysis (code is included in the example.m file).


a. Barnes solution:


1-D case for Barnes solution:
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2-D case for Barnes solution: 1% of the horizontal radii of influence is assumed.  [image: image16.wmf]0
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The 2-dimensional Barnes analysis is apparently very different than the 1-dimensional one. Adding the effects of elevation makes the solution more close to the observations. The most observable distinction is that it narrows the curve peaks and makes the curve closer to the true values.


b. OI solution:


1-D case for OI solution:
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2-D case for Barnes solution: 1% of the horizontal radii of influence is assumed.  
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The same effect can be seen in the 2-dimentional OI solution. It that it narrows the curve peaks and makes the curve closer to the true values.

c. Bratseth solution:


1-D case for Bratseth solution:
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2-D case for Bratseth solution: 1% of the horizontal radii of influence is assumed.  
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The 2-dimentional Bratseth solution is overall the better solution. Generally, the 1-D and 2-D solutions have very similar curve. This may implies the elevation difference does not change the curve very much, or a different scale (other than 1%) may work.

6. Spline fit to the observation innovations.
[image: image21.wmf]0

20

40

60

80

100

120

0

1

2

3

4

5

6

7

Truth

Background

Obs

Spline OC


This is the solution that uses spline to fit the observation innovations. Although it fits the observations very well, it does not give a good analysis.  

