
Turbulent Erosion of Persistent Cold-Air Pools: Numerical Simulations*

NEIL P. LAREAU AND JOHN D. HOREL

Department of Atmospheric Sciences, University of Utah, Salt Lake City, Utah

(Manuscript received 23 June 2014, in final form 10 October 2014)

ABSTRACT

High-resolution idealized numerical simulations are used to examine the turbulent removal of cold-air

pools commonly observed in mountain valleys and basins. A control simulation with winds aloft increasing

from 0.5 to 20m s21 over 20 h combined with typical cold-air pool stratification illustrates the interplay over

time of lowering of the top of the cold-air pool, spillover downstream of the valley from the upper reaches of

the cold-air pool, wavelike undulations affecting the cold-air pool’s depth and stratification across the valley,

and smaller temporal- and spatial-scale Kelvin–Helmholtz waves within the uppermost layers of the cold-air

pool. The heat budget within the cold-air pool demonstrates the nearly compensating effects of vertical and

horizontal advection combined with turbulent heating of the upper portion of the cold-air pool and cooling in

the layers immediately above the cold-air pool. Sensitivities of turbulent mixing in cold-air pools to stratifi-

cation and upstream terrain are examined. Although the characteristics of the turbulent mixing differ as the

stratification and topography are modified, a bulk parameter [the cold-air pool Froude number (Fr)] char-

acterizes the onset and amplification of turbulent mixing and the time of cold-air pool removal. When Fr. 1,

Kelvin–Helmholtz waves and turbulent heat fluxes commence. Turbulent heat flux and wave activity increase

until Fr 5 2, after which the cold-air pool breaks down and is removed from the valley. The rate of cold-air

pool removal is proportional to its strength; that is, a strong inversion generates larger heat fluxes once

turbulent erosion is underway.

1. Introduction

Multiday cold-air pools (CAPs) are increasingly leading

to hazardous levels of air pollution in both urban and rural

mountain valleys (Reddy et al. 1995; Pataki et al. 2005,

2006; Malek et al. 2006; Schnell et al. 2009; Lareau et al.

2013). Since CAPs are characterized by stable stratifica-

tion and limited mixing, greater accumulation of anthro-

pogenic and biogenic aerosol result from longer-lived

CAPs (Silcox et al. 2012). The resulting high concen-

trations of fine particulates, PM2.5, have been linked to

increased risk for cardiovascular diseases, greater numbers

of emergency room visits for asthma, and decreased

lifespan (Pope et al. 2009; Beard et al. 2012).

CAPs generally form during the onset of regional-scale

high pressure systems when warming aloft couples with

nocturnal radiative cooling to generate a deep stable layer

(Wolyn and McKee 1989). The intensity and longevity of

the CAP is modulated by variations in the surface energy

budget and interactions between the CAP and passing

weather systems (Wolyn and McKee 1989; Whiteman

et al. 1999, 2001; Zhong et al. 2001; Reeves and Stensrud

2009; Gillies et al. 2010; Zardi and Whiteman 2013). The

breakup of CAPs is most often due to vigorous cold-air

advection associatedwith the passage of baroclinic troughs

and fronts (Whiteman et al. 1999; Reeves and Stensrud

2009). However, in the absence of strong cold-air advec-

tion, CAP removal depends on the interplay between the

CAP’s stratification and the strength of winds aloft pene-

trating into the valley or basin (Lee et al. 1989; Petkov�sek

1992; Petkov�sek and Vrhovec 1994; Gubser and Richner

2001; Zängl 2003, 2005; Flamant et al. 2006; Lareau and

Horel 2015). The downward penetration of strong winds

can lead to displacement of the CAP as well as turbulent

erosion of its stratification.

CAP displacement occurs because of regional pressure

gradients and strong winds affecting valley stratification.
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For example, Petkov�sek and Vrhovec (1994), and later

Zängl (2003), demonstrated that CAPs develop a sloping

upper surface toward the valley’s downwind sidewalls

wherein the depth of cold air deepens toward lower

pressure. If the resulting CAP slope becomes sufficiently

large, cold air is advected over the confining topography

and the volume of air within the CAP is reduced (Zängl
2003, 2005). This tilt may also cause the CAP to contract

from one end of the valley or basin, providing localized

ventilation. CAP displacement is further influenced by

wind stress and ageostrophic advection, both of which

may increase the CAP slope and accelerate removal

(Petkov�sek and Vrhovec 1994; Gubser and Richner 2001;

Zängl 2003, 2005; Lareau and Horel 2015).

Terrain–flow interaction may also displace a CAP. For

example, Lee et al. (1989) find from numerical simula-

tions that an inversion layer downwind of a mountain can

be displaced by a mountain wave forming in cross-barrier

flow. Observations further support that mountain waves

occasionally remove CAPs, sometimes forming a warm

front that sweeps through a valley (Whiteman et al. 2001;

Flamant et al. 2006; Lareau and Horel 2015). Zängl
(2005) demonstrates that such topographic influences on

CAPs are sensitive to both wind direction and local to-

pographic details.

The tendency for flow to sweep over the flanking to-

pography and flush stratified air from a valley has been

related to critical thresholds of a Froude number defined as

F5
U

NH
, (1)

where U is the mean wind above the valley, N is the

Brunt–Väisälä frequency, and H is the valley depth (Bell

and Thompson 1980; Tampieri and Hunt 1985; Soontiens

et al. 2013). Using idealized tank experiments, Bell and

Thompson (1980) demonstrate that when F$ 1:2, flow

ventilates a valley regardless of the stratification.Grainger

and Meroney (1993) find similar Froude number de-

pendence for dispersion from an open-cut coalmine in

stratified flow.

Terrain geometry and scale also affects the degree of

valley ventilation and sheltering (Tampieri andHunt 1985;

Lee et al. 1987; Zängl 2005; Vosper and Brown 2008;

Sheridan et al. 2014). For example, Vosper and Brown

(2008) found that flowdecoupling and cold-pool formation

are sensitive to valley depth for an idealized narrow (1km)

valley. This relationship was expressed in terms of the

nondimensional valley depth, which is the inverse of the

Froude number. Recent observations in a narrow valley

system support these findings (Sheridan et al. 2014). The

dependence of CAP formation and removal on valley

scale and aspect ratio is the topic of ongoing research

(Sheridan and Vosper 2014). One complication among

these and other studies is the specification of the values of

N andH in the Froude number, which can strongly affect

the interpretation of terrain–flow interactions (Reinecke

and Durran 2008).

Strong winds aloft can also cause CAP removal by

turbulent erosion, which is the downward progression of

a less-dense layer into a stratified layer by turbulent en-

trainment across the interface (Kato and Phillips 1969;

Pollard et al. 1973; Strang and Fernando 2001a,b). Labo-

ratory tank experiments show that the entrainment is due

to either dynamic instability, such as Kelvin–Helmholtz

instability, or ambient turbulence in the layer aloft (Price

et al. 1978). The rate of entrainment is governed by the

Richardson number, which is the ratio of buoyant con-

sumption to mechanical production of turbulent kinetic

energy.

A key aspect of turbulent erosion is the increase in in-

terfacial buoyancy gradient as the mixed layer aloft ex-

pands downward into the colder or denser layer (Pollard

et al. 1973; Petkov�sek 1992). In order for such erosion to

continue, the mechanical production of turbulence must

also increase so as to offset the increased buoyant con-

sumption. The semianalytic model applied by Petkov�sek

(1992) demonstrates that winds aloft must continually ac-

celerate to produce progressive top-down turbulent ero-

sion of CAPs. Numerical simulations by Vrhovec and

Hrabar (1996) and Rakovec et al. (2002) help to confirm

the accelerating wind criterion for CAP erosion, although

their simulations lack sufficient resolution to explicitly

resolve turbulent mixing.

Zhong et al. (2003) also rely on a semianalytic model

to study CAP turbulent erosion due to shear instability

across the CAP top. Turbulent erosion commences in

their model when the bulk Richardson number for the

uppermost layer of the CAP becomes subcritical, which

can be expressed in terms of a threshold wind speed

u$Nd (2)

where N and d are representative scales for the static

stability and the depth of the capping inversion layer, re-

spectively. Their results indicate that for a given stratifi-

cation and constant wind, the erosion rate decays with

time such that turbulent erosion is unlikely by itself to

dissipate a CAP.

The turbulent breakdown of stratification has also

been studied for nocturnal stable boundary layers be-

neath low-level jets (Newsom and Banta 2003; Banta

et al. 2003; Sun et al. 2012; Zhou and Chow 2014). Banta

et al. (2003) formulate a jet bulk Richardson number:

Rib 5
g

u

Du/Dz

(Ux/Zx)
2
, (3)
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where Ux and Zx are the speed and height, respectively,

of the low-level jet and the numerator represents the

temperature deficit over the depth of the stable layer.

Their observations indicate that the magnitude of tur-

bulence within the stable layer is controlled by this bulk

parameter rather than local gradients (Banta et al. 2003,

2006; Sun et al. 2012). When Rib is less than 0.3, turbu-

lent fluxes of heat and momentum are significantly in-

creased. It is worth noting that the bulk Richardson

number is closely related to the aforementioned Froude

number. Provided that linear profiles of shear and sta-

bility are assumed, as by Banta et al. (2003), the two

dimensionless numbers are related by

Rib 5 1/F2 , (4)

where H and Zx are assumed to be equivalent. This re-

lationship points to a broader linkage between studies of

turbulent mixing and valley flushing.

Despite previous research, aspects of CAP removal

by strong winds aloft remain incompletely understood

(Zardi and Whiteman 2013). For example, observa-

tions of wind–CAP interaction during the Persistent

Cold-Air Pool Study (PCAPS; Lareau et al. 2013) in

Utah’s Salt Lake Valley reveal that CAP removal is

sensitive to the strength and structure of stratification.

Figure 1 demonstrates an aspect of this sensitivity by

contrasting conditions during two intensive observing

periods (IOPs), each affected by accelerating flow aloft.

The IOP-1 CAP (Figs. 1a,b) thins substantially from

about 700 to about 200m over 18 h and is subsequently

flushed from portions of the valley a short time later

(Lareau and Horel 2015). The IOP-9 CAP (Figs. 1c,d)

also thins from the top down, but the reduction is less

that in IOP-1 and surface conditions remain decoupled

despite comparable flow aloft. A key difference between

the profiles is the structure of the CAP: IOP-1 is lin-

early stratified, whereas IOP-9 exhibits a sharp capping

FIG. 1. Profiles of (a),(c) potential temperature and (b),(d) wind speed fromPCAPS (left) IOP-1 and (right) IOP-9.

The IOP-1 profiles are from 1200 UTC 2 Dec and 0600 UTC 3 Dec 2010. The IOP-9 profiles are from 1700 UTC

29 Jan and 1200 UTC 30 Jan 2011. For each case, the black line is about 18h prior to the red line.
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inversion layer above a partially mixed surface-based

layer.

While these PCAPS observations highlight the im-

portance of top-down removal of CAPs, the experi-

mental design was not directed toward measurements of

turbulent heat andmomentum fluxes at the CAP top. As

such, it is difficult to diagnose the underlying differences

in the rate of CAP removal as a function of stratification.

Hence, in this study we use idealized high-resolution

simulations to examine the turbulent and advective

processes contributing to CAP breakup. The extent to

which the broad parameter space of wind speeds aloft,

stability profiles, and topographic details can be sum-

marized succinctly is explored through a series of sen-

sitivity experiments. The setup and details of these

simulations are described in section 2. Results are then

presented in section 3, including how a ‘‘CAP Froude

number’’ can be used to better understand CAP re-

moval. A quick comparison and discussion of the model

simulations relative to conditions during PCAPS IOP-1

follows in section 4. Finally, section 5 summarizes our

findings.

2. Experimental setup

a. Numerical model

The simulations in this study are executed using version

3.4 of the Weather Research and Forecasting (WRF)

Model (Skamarock et al. 2008). The model is configured

as an idealized large-eddy simulation (LES) so as to ex-

plicitly resolve the turbulent mixing of heat and mo-

mentum between CAPs and their ambient environment.

In contrast, most previous numerical investigations of

CAP breakup (e.g., Rakovec et al. 2002) rely on param-

eterization of these turbulent motions. For guidance in

selecting sufficient grid spacing, we follow Skamarock

(2014), who shows that forWRF to reproduce benchmark

simulations of a gravity current (Straka et al. 1993) the

horizontal grid spacing should be less than or equal to

100m and that high-order finite differencing is required.

Since the buoyancy and velocity scales of our CAP cases

are similar to those of the gravity current, we choose

Dx5Dy5 50m and use fifth-order upwind horizontal

advection. The vertical grid is stretched over 100 levels

from the surface to 10km such that the resolution within

the first 500m ranges from 14 to 30m. The near-surface

grid spacing is sufficient because we use a mature CAP as

our initialization and are not concerned with slope flows

or radiative cooling. The model time step is 0.5 s to ac-

commodate the high-resolution grid.

The domain is a rectangular slab that is 102 km long

(streamwise) by 1 km wide. The streamwise boundaries

use a 5-km lateral Rayleigh damping layer that adjusts

the model toward prescribed inflow at each time step.

The upper boundary also uses a Rayleigh damping to

prevent spurious wave reflection. The spanwise bound-

aries are periodic.

Since we are interested only in the dynamics of wind-

induced CAP removal, we turn off surface heat flux,

radiation, andmicrophysics parameterizations. Surface

momentum fluxes are, however, parameterized using

a Monin–Obukhov surface layer. On the scale of our

experiments, the Rossby number is sufficiently large so

as to neglect rotation.

b. Control experiment

The basic dynamics of wind-induced CAP removal are

examined using a linearly stratified (N 5 0.027 s21) CAP

confined between two 500-m mountain ridges (Fig. 2)

while the environment external to theCAP ismoreweakly

stratified (N 5 0.01 s21). The cold air fills the valley such

that the temperature difference across the CAP is 10K,

which is comparable to CAPs observed during PCAPS

(see Fig. 1). The topography is also loosely based on

a south–north transect of the Salt Lake Valley: ridge crests

are separated by 42km and the valley floor is about 20km

across. Themaximum valley slope angle is about 128 while

FIG. 2. Summary of numerical experiment design. (a) Model topography: mountain (e.g., control) topography

(solid black line and dark gray shading) and plain topography (black line and light gray shading). The red line is

a smoothed south–north transect of the Salt Lake Valley, UT. (b) CAP potential temperature profiles: linear (e.g.,

control, red), multilayer (blue), capping layer (black), shallow (dashed green), and inflow profile (gray).
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the outer mountain slopes are more gradual with a max-

imum of about 58. Random noise with a mean of 2.5m

and a maximum of 5m is added to the topography to

generate minor variations in the inflow, which in turn

produces more realistic waves and turbulence within the

CAP as compared to smooth topography.

To test CAP response to accelerating wind, the inflow is

linearly increased from 0.5 to 25ms21 over the 20-h sim-

ulation (3.4 3 1024m s22). Similar accelerations were

documented during PCAPS IOP-1 and are relatively

common in the Salt LakeValley.We impose a 100-m-deep

logarithmic boundary layer shear profile at the inflow

boundary. The flow adjusts away from the imposed profile

as it moves through the upstream portion of the domain,

developing a mechanically mixed boundary layer before

interacting with the CAP.

c. Sensitivity experiments

The sensitivity of CAP removal to the strength of

stratification and the total amount of cold air thatmust be

scoured from the valley is tested using four initial CAP

profiles: linear (control), capping layer, multilayered, and

shallow layer (Fig. 2b). Each profile is constructed with

the same surface temperature deficit (10K) but varies

either in maximum stability or column-integrated nega-

tive buoyancy:

BH52g

ðH
0

�
u(z)2 u(H)

u(H)

�
dz , (5)

whereH5 500m is the depth of the valley and u(H) is the

potential temperature at the valley top (initially 274K),

such that the CAP’s initial negative buoyancy is relative

to a dry adiabatic profile. The negative sign is used for

convenience. Note that BH is sensitive to both the depth

and the strength of the stratification and is similar to the

column heat deficit presented byWhiteman et al. (1999).

A summary of the properties for each CAP profile is

provided in Table 1.

The destruction of each CAP by accelerating wind is

subsequently simulated using two different terrain con-

figurations: 1) ‘‘mountain’’ and 2) ‘‘plain’’ (Fig. 2). The

mountain terrain is the control topography, whereas the

plain configuration replaces the outermountain slopeswith

constant height surfaces extending to the model bound-

aries. The valley shape is unaltered between cases, thereby

testing how upstream flow–topography interaction affects

the time scale and spatial structure of CAP removal. For

example, the two terrains differ in terms of their basic

mountain wave response to the linearly stratified inflowing

airstream. The mountain cases tend to produce more flow

into the valley along the upwind valley slopes, whereas the

plain cases exhibit greater flow separation.

d. CAP Froude number

An advantage of defining the CAP strength in terms

of the layer-integrated buoyancy is that it is possible to

reduce a portion of the parameter space of our experi-

ments by defining a CAP Froude number:

Fr5
Uffiffiffiffiffiffiffiffi
BH

p , (6)

whereU is themaximumwind speed above the CAP and

the denominator replaces a common approximation for

NH (Grainger andMeroney 1993; Reinecke andDurran

2008):

NH ffi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g

u

utop2 ubot

H

s
3H . (7)

The CAP Froude number better differentiates between

cases with variations in stratification within CAPs as

examined in this study; that is, there are no differences in

NH using the conventional approximation between any

of the four CAP profiles shown in Fig. 2. Moreover, as

the CAP profile approaches that of a two-layer stratified

system (e.g., knife-edge capping inversion),
ffiffiffiffiffiffiffiffi
BH

p
ap-

proaches the conventional shallow-water gravity speedffiffiffiffiffiffiffi
g0h

p
. Rather than the common, and difficult, re-

quirement for other terrain–flow interactions to specify

the upstream wind speed impinging on the upstream

terrain, Fr is defined here in terms of the maximumwind

above the CAP. Hence, it is possible from a profile

within the valley to define Fr relevant for CAP removal.

3. Results

a. Control case: Linear CAP, mountain topography

This section highlights the key dynamics of wind-

induced CAP breakup by examining the control simu-

lation. Figure 3 shows 20-min-mean cross sections of the

CAP at successive inflow wind speeds of 5, 10, and

15m s21 corresponding to 221, 466, and 711min into the

simulation, respectively. The 20-minmeans are centered

on these times.

TABLE 1. Properties of each CAPprofile used in this study. BH is

the column-integrated buoyancy, defined in the text, and Nmax is

the maximum Brunt–Väisälä Frequency.

CAP profile

Surface temperature

deficit (K) BH (m2 s22) Nmax (s
21)

Linear 10 82.8 0.027

Multilayer 10 82.8 0.043

Capping layer 10 138.4 0.043

Shallow layer 10 36.7 0.043
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Figure 3a shows that the initial horizontally homoge-

nous CAP responds to the acceleration of the inflow to

5m s21 by tilting in the downwind direction such that the

CAP depth is decreased (increased) at the windward

(downwind) end of the valley. The difference in CAP

depth across the valley is approximately 200m. At the

downwind edge of the valley, blocked flow below is

separated from a thin slice of the upper layer of the CAP

(e.g., the top three isentropes) that possesses sufficient

momentum to surmount the downstream ridge, thus re-

moving cold air from the valley via ‘‘spillover’’ (Zängl
2003). Vertical wind shear is concentrated in a shallow

layer near the CAP top, since the upper layer of the CAP

is flowing downstream while the remainder of the CAP is

nearly stagnant. At the windward end of the basin, two

low-amplitude waves generated by the upstream moun-

tain ridge locally affect the stability the top of the CAP.

As the flow continues to accelerate to a speed of 10ms21

over the next several hours (Fig. 3b), the CAP has thinned

to a mean depth of about 300m and continues to exhibit

a downstream incline and spillover. Compared to its initial

state, the stability at theCAP tophas increased (e.g., tighter

vertical gradient in potential temperature). The CAP also

exhibits a series of wavelike undulations wherein the

local CAP depth and stratification vary along the valley.

The first two undulations are associated with lee waves

from the upstreammountain, while the remainingwavelike

variations are less clearly linked with the upstream ter-

rain. The flow within the CAP remains weak with some

regions of reversed flow (blue shading), implying a dy-

namical response arising from the blocked flow farther

downstream.

After 12h and acceleration of the inflow to 15ms21

(Fig. 3c), the CAP is removed from the windward third of

the valley and thinned to a mean depth of about 150m

along the remaining downwind fetch. The downwind in-

cline persists, though spillover is less due to the increased

separation between the CAP top and the ridge crest. A

front separates the stagnant cold air from the warmer,

windier air sweeping into the basin. This front advances

through the valley leading to a steplike jump in surface

temperature of about 10K as it passes (not shown). The

previously identified undulations in the CAP depth per-

sist with the windward side of each undulation exhibiting

both stronger stratification and stronger shear as com-

pared to its downwind side.

To further summarize the CAP removal, BH is shown

in Fig. 3d as a function of time and along-valley distance.

Commensurate with the CAP thinning throughout the

simulation, BH progressively diminishes with time and

increasing wind speed. The CAP tilting is apparent as

greater BH for the downwind portion of the basin at

a given time and subsequently reflected in the pattern of

CAP removal (e.g., BH approaches zero), which occurs

FIG. 3. The 20-min time-mean cross sections taken along the center of the spanwise domain of potential temperature (contour interval is

1K) and wind speed (shading) for the linear CAPmountain case at (a) 5, (b) 10, and (c) 15m s21 inflow. (d) Time–distance distribution of

column-integrated buoyancy.
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first at the upwind end of the valley at around 12 h, then

progresses downwind before final CAP eradication

around 15 h when the inflow is about 19m s21. The front

separating CAP air from warmer flow propagates at

a rate of about 2.8m s21, though its motion is somewhat

discontinuous owing to meso-g (5–10 km) variations in

the CAP depth.

In addition to the CAP thinning and tilting, waves at

multiple scales and phase speeds are affecting the CAP

(Fig. 3d). For example, the leewaves apparent inFigs. 3a–c

have a pronounced signature that slowly moves down-

stream owing to the increasing inflow velocity. Many

smaller-scale waves are also apparent as striations tend-

ing to originate proximal to the lee wave and progressing

downstream at a rate roughly that of the ambient flow.

The meso-g CAP undulations are also evident as varia-

tions in BH that propagate downstream at a rate greater

than that of the lee wave but much slower than the

smaller-scale waves.

A snapshot of these smaller-scale waves and their

contribution to CAP destruction is presented in Fig. 4

(see the online supplemental material for an animation).

At 500min, the top of the CAP is populated with nu-

merous perturbations, many exhibiting the characteristic

billow of Kelvin–Helmholtz waves (KHWs). These

KHWs have amplitudes of 100–200m and wavelengths of

0.5–1km (inset, Fig. 4).KHWs form in stratified shear flow

when the magnitude of the shear exceeds the damping

effects of the stratification (Nappo 2002)—a condition

given by the critical gradient Richardson number

Rig5
N2

(›u/›z)21 (›y/›z)2
# 0:25, (8)

where the terms in the denominator are the components

of the vertical shear. It is apparent from Fig. 4b that the

simulated KHWs form in regions of subcritical Rig (blue

shading) within the uppermost layers of the CAP. For

example, small wavelike perturbations first appear start-

ing near 37 km in a narrow filament at the CAP topwhere

subcritical Rig coincides with strong static stability, re-

flecting dynamically unstable stratified shear flow. This

FIG. 4. Snapshot of waves impacting the CAP at 500min (11m s21): (a) potential temperature, (b) log base 10 of

the gradient Richardson number (blue shading for subcritical values), (c) kinematic heat flux, and (d) turbulent

heating rate. Contours in (b)–(d) are potential temperature every 1K. (top) Detail of the Kelvin–Helmholtz waves

in equal aspect ratio. The cross section is taken along the center of the spanwise domain.
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dynamically unstable layer is distinct from the more

extensive layer of subcritical Rig associated with the

turbulent boundary layer that is advected into the basin.

These nascent KHWs subsequently grow downstream,

becoming breaking waves before diminishing into a re-

gion of reduced stratification and shear near 47 km. The

meso-g undulations previously described in the 20-min

averages (Figs. 3b,c) simply reflect the impact of aver-

aging the shear and stratification associated with the

KHWs.

The kinematic turbulent heat flux due to these KHWs

is assessed using 15-min Reynolds averages (Fig. 4c).

Since the KHWs transport cold air upward and warm air

downward, localized regions of strong negative heat flux

(2100–150Wm2) are evident in Fig. 4c. The resulting

turbulent heating rate (i.e., the flux divergence) mani-

fests as a vertical couplet of cooling above and warming

within the CAP (Fig. 4d). This process contributes to the

generation of an intermediary layer of air above the

primary CAP that is cooler than the air aloft and warmer

than the air inside the CAP.

The relationships between shear, stratification, and

KHWs are illustrated in Fig. 5 by examining the valley-

mean atmospheric column as a function of time and

height. The mean column is evaluated as the streamwise

mean from 35 to 65 km along the spanwise centerline of

the domain, representative of the conditions along and

above the valley floor. The top of the CAP progressively

lowers and also becomes increasingly stable. The peak

stability just before the CAP is destroyed isN; 0.055 s21

and more than twice that at the initial time. The strong

winds extending downward into the basin maintain strong

shear at the CAP top (Fig. 5a). The strength of the shear

and that of the stratification vary roughly in concert,

thereby maintaining a region of near-critical gradient

Richardson number along the CAP top that continually

supports KHWs (Fig. 5b). The KHWs accomplish this

mutual adjustment by redistributing heat andmomentum.

KHWs alone, however, cannot remove the CAP. Ad-

vection also contributes to the transport of cold air out of

the valley. This interplay between advection and KHWs

is examined in terms of the heat budget computed locally

at every location and then averaged to obtain a valley-

mean column:

du

dt|{z}
1

5 2(u � $u1w � $u)
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

2

2

0
@›w0u0

›z
1

›u0u0

›x

1
A

|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
3

, (9)

where term 1 is the local time rate of change of the

15-min Reynold’s mean potential temperature that is

forced by the terms on the right-hand side: the heating or

cooling due to mean advection (term 2) and turbulent

heat flux divergence (term 3). There is no radiative

heating term since radiation is ignored. Each term of the

heat budget is shown in Fig. 6 along with the contours of

mean potential temperature.

FIG. 5. Time–height evolution of (a) wind speed and (b) log base 10 of the gradient Richardson

number for the valley-mean column. Contours are potential temperature every 1K.
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Averaged over the entire valley, substantive turbulent

heating commences after about 5 h (Fig. 6a), corre-

sponding to the onset of KHWs during the transition to

subcritical gradient Richardson number at the top edge

of the CAP (Fig. 5b). The heating rate is then, in general,

positive within the top edge of the CAP and negative

above, as previously shown in the snapshot in Fig. 4. The

regions of positive heating closely align with the in-

creased static stability in the capping layer. This pattern

is consistent with theories for top-down turbulent ero-

sion, which predict that the lowering of the mixed layer

generates a localized increase in the buoyancy contrast

between layers (Pollard et al. 1973; Price et al. 1978;

Petkov�sek 1992). The turbulent heating rate is pre-

dominately negative above the CAP, indicating that the

breaking waves redistribute the colder, denser air into

the mixed layer aloft, which tends to raise the potential

energy of the system.

In contrast to the vertical dipole in the turbulent

heating rate, the net advective heating rate (term 2) is

generally positive at and above the CAP top, with only

ephemeral periods of cooling, which are associated with

gravity currents and internal waves within the CAP

(Fig. 6b). Importantly, advection warms the mixed layer

aloft—the same region that KHWs continuously cool

with an almost one-to-one relationship between periods

of advective warming and turbulent cooling. Hence, the

mixed-layer temperature remains roughly constant

throughout the simulation.

Advective heating of the valley atmosphere is also im-

portant prior to the onset of KHWs since the only way to

lower the CAP during the first 5h of the simulation is the

laminar spillover of the cold air out of the valley. Thus,

there appear to be two regimes in the CAP removal: the

first is dominated by spillover while the second corre-

sponds to a combination of KHWs and advection. In the

net, the two processes act together to destroy the CAP

from the top down, which is shown in Fig. 6c in terms of

the mean potential temperature tendency (term 1).

The top-down destruction of the CAP for the control

case can be summarized as follows:

d Winds increase aloft, transferring momentum into the

upper layers of the stratified air mass. The uppermost

layers of the CAP are then advected downstream and

over the topography, reducing the CAP by spillover.
d As thewinds aloft continue to increase, a critical threshold

is reachedwithin the sheared upper layers of theCAP that

leads to the breakdownof stratification intoKHWs.These

KHWs mix cold air upward and warm air downward,

resulting in an ‘‘intermediary layer’’ of air that is poten-

tially warmer than the CAP but cooler than the flow aloft.
d The intermediary layer is subsequently scoured from

the CAP top and advected downwind and eventually

FIG. 6. Time–height evolution of the heat budget for the valley-mean column. (a) Turbulent

heating rate, (b) advective heating rate, and (c) net heating tendency. Contours are potential

temperature every 1K.
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out of the basin. The warmer inflowing air replaces the

intermediary layer, thus progressively lowering and

sharpening the CAP.

b. Sensitivity results

1) OVERVIEW

In this section, we investigate how the time scale and

structure of CAP removal varies with stratification and

terrain.Many of the basic features of these sensitivities are

revealed in 20-min-mean cross sections of each simulation

when the inflow speed reaches 15ms21 (after about 12h;

Fig. 7). It is immediately apparent that the CAPs in

mountain cases are removed more effectively than those

in the plain cases. Each mountain CAP is inclined in the

downstream direction and displaced (or eradicated en-

tirely) by the warmer inflowing air at the windward end of

the valley. For the plain cases, the valley atmosphere re-

mains largely decoupled from the flow aloft with only

minor reductions in CAP strength. The plain cases also

exhibit organized reversed flow and a modest upstream

incline such that the greatest CAP depth is found near the

windward end of the valley. As a result, the spillover in the

plain cases is comparatively less than in themountain runs.

Comparing the simulations with differing stability pro-

files, the shallow CAPs are most affected by the acceler-

ating flow and, in the case of the mountain terrain,

completely removed. The capping-layer cases are least

affected, with, for example, the plain case nearly unaltered

after 12h. In that case, the CAP serves as an impermeable

barrier and the flow aloft proceeds across the valley as if

the valley were not present. The multilayered and linear

CAPs, which start from the same value of BH, are more

similarly eroded.

These basic inferences regarding the sensitivity of CAP

removal to the terrain and stability profiles are confirmed

by examining the time–distance evolution of BH for each

case (Fig. 8). As expected, the terrain sensitivity is large:

the mountain CAPs are removed after 11–15 h com-

pared to 14 to more than 20 h for the plain cases. In

addition, whereas the plain cases maintain a steady-state

CAP until much later into those simulations, the re-

duction of BH in the mountain cases commences shortly

after initialization. The terrain also affects the spatial

pattern of CAP removal. As seen in Fig. 7, the mountain

cases experience a pronounced downwind incline, which

leads to the CAP removal advancing downwind through

the valley (Figs. 8a–d). In contrast, the plain cases main-

tain a vestigial pocket of cold air near thewindward end of

the valley and do not exhibit a clear downwind frontal

propagation during removal (Figs. 8e–h). This key mor-

phologic difference is associated with separation eddies

that form in the plain cases as the flow detaches from the

inflow plain at the valley crest, thus sheltering the wind-

ward end of the valley. The mountain simulations, on the

other hand, experience plunging flow in the same region

because of higher-amplitude mountain waves, which help

to displace the CAP.

Terrain–flow interactions are also a key component of

the difference in CAP removal time scale (Fig. 9). For

the mountain cases, the flow above the CAP tracks

closely with the prescribed inflow velocity, whereas for

the plain cases, it is systematically reduced. This differ-

ence is related to the conservation of mass through the

model domain. For the plain cases, the total depth of

the flow increases to fill the valley as the CAP is re-

moved (analogous to a widening-pipe flow), requiring the

column-mean velocity to diminish. Thus, the differences

FIG. 7. Snapshots of each experimental run at 15m s21 inflow. (a)–(d) Mountain and (e)–(h) plain simulations. The profiles are labeled in

the figure.
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between the valley and plain cases arise not simply be-

cause of terrain geometry but also because of the impact of

the terrain on the strength of the flow aloft impinging on

the CAP.

As shown in Fig. 10, the sensitivity to initial stratifica-

tion is also pronounced, accounting for multihour dif-

ferences in the timing of CAP removal. First, the greater

the initial value of BH is (averaged over the valley), the

longer it takes to remove the CAP. For example, the

shallow cases are removed much sooner than the capping

layer cases regardless of the terrain. Moreover, the

multilayer and linear CAP profiles, which have the same

initial value of BH but differ in their peak stability within

the CAP, are removed in comparable times. This result

suggests that the total amount of cold air in the basin is

more important than the maximum stability within the

CAP. In addition, Fig. 10 clearly shows that the greater

the initial value of BH, the greater the eventual rate of

cold-air removal from the basin, reflecting that the in-

stantaneous heat fluxmagnitude is proportional the value

of BH. For example, the capping, linear, multilayer, and

shallow stability profiles lead to successively slower rates

FIG. 8. Time–distance evolution of the column-integrated buoyancy for each case. (a)–(d) Mountain and (e)–(h) plain simulations. The

profiles are labeled in the figure.
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of cold-air removal. This effect tends to converge the

times required to remove weaker and stronger CAPs.

As in the control simulation, the CAP reduction in all

cases proceeds as a continual top-down turbulent erosion,

wherein the lowering of the CAP top produces a very

sharp, shallow layer of cold air just before removal (not

shown). There are, however, distinct differences in the

time evolution of the maximum stability among the sta-

bility profiles (Fig. 11). Compared to the initial stratifi-

cation, the maximum stratification in the linear profiles

continuously increases, approaching a value nearly twice

that at initialization (red markers, Fig. 11). In contrast,

the multilayer CAPs experience a gradual decrease in

stratification as the upper inversion layer is removed and

the internal adiabatic layer is mixed into the flow aloft

(blue markers, Fig. 11). The stratification then increases

as the CAP top reaches the lower inversion layer. The

capping and shallow profiles, which both start with

comparable layers of strong stability, experience little

change in strength for most of the run then spike to

higher values as the CAP top approaches the ground.

In terms of the actual values of peak stability, each case

approaches a value of N ; 0.055 s21 just prior to re-

moval (not shown). This is roughly equivalent to a 10-K

inversion over 100m, which is consistent with the ten-

dency for the temperature to remain unchanged until

the final destruction of the CAP.

2) CAP FROUDE NUMBER

In light of the pronounced wind speed and buoyancy

differences between simulations, it is useful to recast the

basic sensitivity results in terms of Fr in order to suc-

cinctly delineate many of the key aspects of CAP

breakup. Figure 12 shows the time–distance evolution of

each CAP in terms of Fr. Compared to Fig. 8, it is now

clear that each case progresses through the same pa-

rameter space en route to breakup. Irrespective of initial

stratification or terrain, Fr first smoothly increases from

0 to 1 as the wind aloft accelerates. Then, at Fr ; 1, the

CAPs develop small waves, apparent as finescale vari-

ations in Fig. 12. Wave activity then amplifies with

FIG. 9. Mean wind at 500m above the valley floor for the

mountain (red) and plain cases (black). The dashed line is pre-

scribed inflow velocity.

FIG. 10. Column-integrated buoyancy as a function of time for

each case. Circles represent the mountain cases and plus signs

represent the plain cases. Colors correspond to the different pro-

files: linear (red), multilayer (blue), capping layer (black), and

shallow layer (green).

FIG. 11. Time evolution of the capping-layer Brunt–Väisälä
frequency normalized by its initial value. Time has also been nor-
malized such that the time of CAP removal corresponds to 1. The
circles represent the plain cases and the plus signs represent the
mountain cases. Profiles are indicated by color: linear (red), mul-
tilayer (blue), capping layer (black), and shallow layer (green).
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increasing Froude number. After Fr ; 2 the CAP is

rapidly eroded, with complete removal corresponding to

Fr ; 3. Beyond this point, the Froude number quickly

becomes large as the buoyancy deficit (denominator)

trends toward zero.

The dynamical significance of these Froude number

transitions is highlighted by examination of the linear-

plain CAP (Fig. 13). The changes to the valley-mean

potential temperature profile proceed similarly to the

control case (Figs. 5 and 6) but can now be interpreted

using Fr. The CAP top gradually lowers for the first 8 h

of the simulation, corresponding to Fr increasing from

0 to 1 owing to the increased flow aloft. The gradual

thinning of the CAP during that time is entirely due to

spillover and no KHWs are present. Then, at Fr; 1 the

lowering rate increases and negative interfacial heat

fluxes associated with KHWs begin. The onset of the

waves reduces the CAP more rapidly than the spillover

alone, reflected as an accelerating increase in Fr.At Fr; 2

the column heat fluxes reach their maximum amplitude

FIG. 12. Time–distance evolution of the column Froude number. (a)–(d) Mountain and (e)–(h) plain simulations. Profiles are labeled in

the figure.
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(Fig. 13c) and the CAP top lowers even more sharply

(Fig. 13a). By Fr 5 3 the CAP is reduced to just a few

tens of meters, and it is completely eradicated by Fr5 4.

Figure 13 suggests that Fr not only reduces the pa-

rameter space by combining the effects of changes in

wind shear and stability over time but also is closely

related to the onset and amplification of turbulent

mixing.

The relationship between turbulent heat flux and the

Froude number is borne out across the remaining sen-

sitivity cases (Fig. 14a). The wave-induced interfacial

fluxes generally start at Fr ; 1, excepting the shallow-

plain simulation (green plus signs), which we discuss

later. The flux amplitude continuously increases to

a maximum proximal to Fr 5 2, remains high for Fr

between 2 and 3, then reduces toward zero for Fr . 3,

corresponding to the complete removal of the stratifi-

cation. This relationship also holds true for cases with

steady winds aloft of different strengths, wherein cases

with Fr , 1 correspond to steady-state CAPs whereas

cases with Fr . 1 are erosive (simulations not shown).

Not surprisingly, Fr is also related to the gradient

Richardson number evaluated at the CAP top (Fig. 14b).

The Fr5 1 transition corresponds to Rig approaching its

critical value, consistent with the onset of KHWs and

turbulent heat flux. What is more surprising is that Rig
is then roughly constant with increasing Fr despite

a concurrent increase in magnitude of the heat fluxes,

reflective of the mutual adjustment between shear and

stratification demonstrated for the control case (Fig. 5).

The value of Rig finally diminishes once the CAP is

removed (Fr . 3) and trends toward a subcritical

Richardson number [log10(Ric) , 20.6] reflecting the

transition to a well-mixed valley atmosphere.

Despite nearly constant values of Rig over the span of

Fr 5 1–3, the vertical scales of the KHWs vary, which is

shown for each of three cases in Fig. 15. At Fr 5 1.2, the

waves are diminutive and confined to the top edge of

theCAP,whereas at Fr5 2.2 pronounced billows pervade

the greater CAP depth. Thus, the minimum in heat flux

at Fr ; 2 is associated with the transition to layer-deep

KHWs. It is worth reemphasizing that Fr 5 2 closely

corresponds with Rib5 0.25 for the CAP layer, which is

indicative of a bulk breakdown of the stratification and

a transition to a more turbulent regime irrespective of

locally evaluated gradients (Banta el al. 2003, 2006).

That the CAP is not immediately destroyed at this

threshold reflects the horizontal inhomogeneity within

the valley. Internal circulations redistribute the cold air

and offset the locally vigorous mixing. Thus, fluxes re-

main large beyond Fr 5 2 until the source of cold air is

entirely exhausted.

A related aspect of these results is that the magnitudes

of the turbulent heat fluxes are also proportional to the

strength of the underlyingCAP (not shown). The capping-

layer cases experience the strongest heat fluxes, whereas

the shallow cases are more subdued in their turbulent

mixing. This result helps to explain the results presented in

Figs. 9 and 10, which show that cold air is removed more

rapidly from strong CAPs than from weaker CAPs. In

total, this effect tends to converge the time scales for CAP

removal across the range of stability profiles and makes

the time to ‘‘mix out’’ more similar than might otherwise

be expected.

Finally, we note that the shallow CAP cases have one

distinct difference from deeper ones that is particularly

evident in the shallow-plain case early in its simulation

when the relationship between Fr and the onset of

turbulent fluxes does not hold (green plus signs,

Fig. 14a). Turbulent heating in that case begins at much

smaller values of Fr because of strong eddies forming as

the inflowing airstream separates from the leading edge

of the valley (not shown). The resulting turbulence

impinges on the CAP top, thereby inducing turbulent

heat fluxes long before the mean flow above the CAP

reaches a threshold to induce dynamic instability.

Later, when KHWs begin to form, the erosion prog-

resses more similarly to the other cases. Hence, non-

local turbulence also plays a role in the breakup of the

shallow cases.

FIG. 13. Summary of the linear-plain case: (a) wind (shaded) and

potential temperature (contoured), (b) Froude number time series,

and (c) column minimum heat flux (negative downward).
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4. Comparison with observations

The results of our control simulation compare favor-

ably with observations of wind-induced CAP removal

during PCAPS IOP-1 (Fig. 16). The potential tempera-

ture andwind data for IOP-1 are derived from numerous

balloon soundings collocated with a radio acoustic

sounding system and radar wind profiler in the center of

the Salt Lake Valley. Further details are available in

Lareau et al. (2013) and Lareau and Horel (2015). De-

spite the differences between our idealized simulations

and PCAPS observations, both reveal CAPs thinning

from initial depths of about 500m down to the surface in

about 15 h owing to interaction with accelerating wind

aloft. Also, as the IOP-1 CAP thins from the top down,

the static stability is increased, which is a key aspect of the

control simulation. Even more striking is the similarity at

the surface, where both observation and simulation show

steplike jumps in temperature as the CAP is eroded to

the ground. This signature is characteristic of mechan-

ically removed CAPs, and similar temperature traces

were recorded throughout the valley during IOP-1.

It is also encouraging that Fr represents the observed

CAP evolution. For both the observations during IOP-1

and the control simulation, Fr varies slowly up until Fr5 2

andmore rapidly as the stratification is reduced and warm

air is mixed to the surface. There is a distinct increase in

the reduction of the CAP during IOP-1 coincident with

the Fr 5 2 transition as seen earlier in Fig. 13.

The relationship between Fr and wave dynamics as

determined from our simulations is also consistent with

the observations. For example, aerosol backscatter from

a vertically pointing laser ceilometer (Fig. 17) reveals

that small waves propagate along the upper edge of the

CAP at Fr ; 1, whereas those waves grow, becoming

overturning billows that impact the depth of the aerosol

FIG. 14. Summary of the CAP parameter space: (a) column minimum heat flux vs Froude number for each case.

(b) Log base 10 of the gradient Richardson number at the CAP top vs Froude number [log10(Ric)520.6]. Circles

represent the mountain cases and plus signs represent the plain cases. Colors correspond to the different profiles:

linear (red), multilayer (blue), capping layer (black), and shallow layer (green).

FIG. 15. Kelvin–Helmholtz waves at (a),(c),(e) Fr ; 1.2 and (b),(d),(f) Fr ; 2.2 for (a),(b) mountain linear, (c),(d) mountain multilayer,

and (e),(f) mountain capping layer.
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layer by Fr5 2. The observed KHWs when Fr5 2 have

a period of about 3min, amplitude of 100–200m, and

estimated wavelengths of about 1 km, similar to the

simulated KHWs (see Fig. 4). Moreover, the turbulent

heat flux magnitudes during IOP-1 were recorded as the

edge of the CAP passed over a 50-m tower equipped

with a sonic anemometer. Themaximum fluxmagnitudes

were approximately 100–150Wm22, closely matching

the simulated values (not shown).

Beyond IOP-1, the Froude number also shows some

promise for distinguishing between steady-state CAPs

and those that experience appreciable or rapid erosion.

For example, the CAP during IOP-9 (see a representa-

tive sounding for it in Fig. 1) was not eroded to the

surface despite strong wind aloft. The Froude number

for that sounding is about 1 and never exceeded that

value despite a number of hours with strong winds. Only

minor wave-induced perturbations and temporary

thinning were observed. Had the winds aloft increased

further, it is likely that the CAP would have been more

substantively affected.

5. Summary and conclusions

In this study we have presented results using idealized

numerical simulations to examine wind-induced CAP

breakup. Two regimes for CAP removal are identified:

1) laminar spillover and 2) the interplay of turbulent

mixing and warm-air advection. The spillover regime

affects the CAP prior to the onset of dynamic in-

stabilities and is due to the downward flux of momentum

into the CAP. Provided sufficient momentum, the upper

layers of the CAP are advected over the confining to-

pography and out of the valley, thus reducing the CAP

over time. The degree of spillover is sensitive to the

specific terrain configuration and can be expected to

vary greatly depending on local terrain features.

The second removal regime arises from turbulent

entrainment of cold air into the flow aloft. As the flow

continues to accelerate aloft, the vertical shear and

stability mutually adjust along the top of the CAP to

maintain a region of dynamic instability that leads to

breaking KHWs. The turbulent mixing within the waves

proceeds as a two-step process: first, the KHWsmix cold

air vertically, then warmer inflow air replaces the par-

tially mixed air above the CAP, which results in con-

tinual lowering of the CAP top over time. The removal

of the cold air at the surface tends to occur as a sudden

burst of warm air.

The onset and amplification of KHWs and their at-

tendant fluxes are controlled by the CAP Froude num-

ber (Fr), which is a bulk measure of the CAP strength

relative to the flow aloft. When Fr exceeds unity, KHWs

begin. KHWs subsequently increase in scale up to Fr; 2,

at which point breaking waves pervade the entire

CAP depth, leading to stronger heat flux andmore rapid

CAP breakdown. That Fr distinguishes between erosive

and steady-state conditions is potentially useful. For

a given CAP profile (measured in situ with radiosondes

or from ridge–valley temperature differences), fore-

casters can estimate the wind speed required for Fr to

exceed 1 and, thus, for turbulent erosion to commence.

If the winds are expected to reach strengths that would

lead to Fr 5 2, mixout should be expected to follow.

FIG. 16. Comparison between the (left) linear-mountain simulation and (right) PCAPS IOP-1 on 2–3Dec 2010. (a) Time–height potential

temperature and temperature deficit (shading). (b) Surface temperature. (c) CAP Froude number.
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However, more work is required to better understand

the interplay of spillover and turbulence as well as the

applicability of these results to basins of varying scale.

Thus, some caution is necessary in the application of our

results without a robust understanding of local and re-

gional climatological CAP response to wind. Further-

more, other competing processes, such as radiative

cooling or strong warm-air advection, may act to main-

tain stratification despite turbulent erosion.

Our model results indicate that mechanical removal

of CAPs by wind is a viablemechanism to ventilate large

mountain valleys on time scales of less than a day and, in

some instances, less than 12 h. This contrasts with the

previous results of Zhong et al. (2001), who indicate that

CAP removal by microscale turbulent erosion alone is

too slow to remove a stratified air mass from a basin.

One key difference in our findings is the link between

CAP strength and the rate of removal, which converges

the time scale for ventilation across a range of CAP

strengths. Also, the bulk breakdown of the stratified

layer was not considered in previous semianalytic

models. While our results are broadly consistent with

observedCAP removal in limited cases, in order tomore

thoroughly test our findings, additional observational

studies are required. Such studies would need to more

fully resolve turbulent fluxes of heat andmomentumdue

to shear instability at the top of theCAPaswell as quantify

the degree of spillover from a basin. Future studies should

also include more complete representation of the atmo-

sphere by examining the interplay of exterior forcings (e.g.,

wind and radiation) and address a broader range of valley

sizes and aspect ratios.
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