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ABSTRACT

A parameterization is described for low-level clouds that are characteristic of the Arctic during winter. This
parameterization simulates the activation of aerosols, the aggregation/coalescence, and the gravitational depo-
sition of ice crystals/water droplets and the deposition/condensation of water vapor onto ice crystals/water
droplets. The microphysics scheme uses four prognostic variables to characterize clouds: ice water content,
liquid water content, and the mean diameter for ice crystals and for water droplets, and includes prognostic
supersaturation. The parameterization simulates stable clouds where turbulence and entrainment are weak, like
ice fogs, thin stratus, and diamond dust. The parameterization is tested into the Local Climate Model (LCM),
which is the single column version of the Northern Aerosol Regional Climate Model (NARCM). NARCM is a
regional model with an explicit representation of the aerosol physics and with the physics package of the Canadian
Climate Center General Circulation Model version two. Since most climate models do not have prognostic size-
segregated aerosol representation, an alternate method is proposed to implement the microphysical parameter-
ization into these models. The model results are compared to observations of diamond dust and ice fog at Alert
(Canada) for the period 1991–94. Two aerosol scenarios are compared in the simulation: a natural background
aerosol scenario and an acidic aerosol scenario. Results show that the LCM reproduces approximately the time
variation of the observed weekly frequency of the total ice crystal precipitation with a correlation coefficient
of 0.4. Although it overestimates diamond dust frequency and underestimates ice fog frequency, the LCM predicts
quite well the total precipitation frequency (ice fog and diamond dust added). The acidic aerosol scenario is in
good agreement with the observations, showing a mean frequency of total precipitation over the 4 yr of 39%
compared to the observed value of 37%. The natural aerosol scenario overestimates this frequency with a value
of 47%. These results were expected since recent aerosol observations have shown the predominance of sulfuric
acid–coated aerosols in the Arctic during winter.

1. Introduction

Because of the low amount of solar energy reaching
the arctic surface during winter, the boundary layer is
very stable, characterized by a deep surface-based tem-
perature inversion (Serreze et al. 1992). Under these
stable conditions, observations show a frequency of up
to 50% of diamond dust and ice fog at many places
north of the Arctic circle from November to May. For
instance, Maxwell (1982) reports a frequency varying
between 20% and 50%, based on observations covering
many years and for different arctic locations such as
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Resolute, Mould Bay, Alert, Eureka, and Isachsen. Also,
meteorological surface observations at Alert during the
period 1991–1994 show a wintertime frequency of 40%
of diamond dust and ice fog. According to Curry et al.
(1990), these observed frequencies may be underesti-
mated due to the difficulties of observing these phe-
nomena during the arctic winter darkness. Satellite ob-
servations also encounter several obstacles. At visible
wavelengths, suspended ice crystal reflectance is very
difficult to distinguish from the snow-covered surface
(Raschke 1987). Further, at infrared wavelengths, sim-
ilar temperature of ice crystals and surface is a consid-
erable obstacle (Curry et al. 1990). Consequently, actual
diamond dust and ice fog frequencies may be higher
than reported.

Lower-tropospheric ice crystals in the Arctic show a
large range of size and concentration. Ice crystal c axis
varies between a few microns to a few hundred microns
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TABLE 1. Quantitative criteria used in this study to distinguish
between diamond dust and ice fog.

Diamond
dust Ice fog

Cloud particle mean diameter (mm)
Cloud particle number concentration (L21)

.30
,4000

,30
.1000

(Witte 1968; Ohtake et al. 1982; Trivett et al. 1988).
Number concentration ranges from 1 to 4000 L21. Ice
fog is distinguished from diamond dust by the large
number concentration of ice crystals and their small
diameter in ice fog. Quantitative criteria used to dif-
ferentiate both phenomena are highly subjective. A
quantitative criterion based on the liquid or ice water
content has been proposed. Since the water content can
be episodically very similar in both phenomena (Girard
and Blanchet 2001, hereafter GB2001), criterion based
on cloud water and ice content can sometimes be con-
fusing. Two variables are used in this paper to distin-
guish the two phenomena: the cloud particle mean di-
ameter and the cloud number concentration (see Table
1).

According to Curry et al. (1990), the main formation
mechanism of diamond dust and ice fog in the Arctic
is the advection of warm air from midlatitudes and its
subsequent radiative cooling at constant pressure. This
mechanism has also been recognized to be responsible
for the ice crystal presence in the lower troposphere in
Antarctica for a long time (Bromwich 1988). Further,
Curry (1983) has shown the efficiency of this mecha-
nism to produce observed ice crystals with numerical
modeling during a transformation of a maritime air mass
to an arctic air mass. However, other formation mech-
anisms such as (i) orographic lifting of humid air (Lax
and Schwerdtfeger 1976), (ii) condensation over open
leads in the sea ice (Ohtake and Holmgren 1974; Schnell
et al. 1989), and (iii) humidity excess released by cities
(Benson 1970) can contribute locally to the formation
of diamond dust and ice fog.

Diamond dust and ice fog play an important role by
controlling the radiation and moisture budget of the arc-
tic lower troposphere (Curry et al. 1996; Beesley and
Moritz 1999). By their radiative contribution, they affect
sea ice thickness (Curry and Ebert 1990) and snow cov-
er. Diamond dust dehydrates the lower troposphere and
reduces the greenhouse effect (Curry 1983; Blanchet
and Girard 1994, 1995). At very low temperature and
high relative humidity prevailing during arctic winter,
a small change in the precipitable water greatly affects
the surface energy budget (Blanchet and Girard 1995;
Curry et al. 1995). These particular conditions lead to
1) the decrease of the opacity of the water vapor rota-
tional band and, 2) the shifting of the Plank function
maximum toward lower frequencies. GB2001 have
shown that diamond dust may contribute as much as 60
W m22 to the downward infrared radiation flux at the
surface in wintertime conditions. Changing the prop-

erties or the frequencies of these phenomena can have
significant consequences on the arctic climate. For in-
stance, Blanchet and Girard (1995) have shown from
model simulation that a surface cooling of 5 K over 5
days is obtained due to increased precipitation efficiency
during a diamond dust event. Small ice crystals of about
30-mm diameter characteristic of ice fog lead to long-
lived ice crystal clouds without any significant precip-
itation. Numerical modeling with a comprehensive mi-
crophysics scheme has shown that ice fog contributes
substantially to the downward radiative flux at the sur-
face (GB2001).

Intercomparison of GCM simulations of the arctic
climate have shown large discrepancies between models
(Walsh and Crane 1992). Surface temperature, cloud
coverage, and longwave downward radiation are among
the variables that show the largest uncertainty (Curry
et al. 1996). For instance, Lappen (1995) conducted a
detailed analysis of the Colorado State University Gen-
eral Circulation Model simulations of the arctic climate
and comparisons with observations. She noted an over-
estimation of the net longwave flux at the surface caused
by an underestimation of the downward longwave flux.
Briegleb and Bromwich (1998) have also found a pos-
itive bias of 10 W m22 when they compared National
Center for Atmospheric Research Community Climate
Model (NCAR CCM; Boville and Gent 1998) polar sim-
ulation to Earth Radiation Budget Experiment data for
the period 1979–93. Since ice fog and clear sky ice
crystal precipitation are important contributors to this
flux during winter (Curry 1983; Curry et al. 1996;
GB2001), they can contribute to reducing this discrep-
ancy. Further, simulations with the Arctic Regional Cli-
mate System Model (Walsh et al. 1993) highlighted the
great sensitivity of the boundary layer energy budget to
the cloud microphysical parameterizations. In the con-
text of the arctic winter, as opposed to lower latitudes
where the dynamics is dominant, the lower atmosphere
is very stable and cloud formation is mostly driven by
radiative cooling and microphysical processes (Curry
1983). In this context, an adequate representation of
phenomena such as diamond dust and ice fog is required
to better simulate arctic climate.

So far, despite their radiative importance, very few
efforts have been devoted to simulation of diamond dust
and ice fog in climate models. Existing prognostic cloud
schemes in GCMs do not allow for interaction between
aerosol and cloud [see Fowler et al. (1996) for a com-
prehensive review]. As a result, quick changes in the
supersaturation relaxation time characteristic of dia-
mond dust events (GB2001) cannot be properly simu-
lated by these cloud schemes. Indeed, the supersatura-
tion relaxation time dramatically increases when the
number concentration of cloud droplets and/or ice crys-
tals decreases and when mixed phase occurs (GB2001).
Furthermore, the effect of the aerosol composition and
concentration on cloud formation cannot be accounted
for in these simplified cloud schemes. This effect is
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thought to be of less importance in convective clouds
where vertical velocity is large allowing large number
of aerosols to be activated. However, in stratiform
clouds, in which vertical velocity is much lower, the
aerosol concentration is a key factor determining the
cloud particle size. Further, as shown by Bertram et al.
(1996), the aerosol composition may alter the cloud
phase in supercooled clouds. Therefore, there is a need
to account for aerosols in the cloud formation in con-
ditions such as those prevailing in the Arctic during
winter.

Besides cloud water and ice content, the effective
diameter of the cloud particles is very important in de-
termining 1) the cloud radiative properties such as the
emissivity and the albedo, 2) the ice/water ratio in the
cloud, and 3) cloud lifetime. With regard to the ratio of
cloud ice/cloud water, a widely used technique consists
of specifying this ratio as a function of the temperature
only with two threshold temperatures allowing for water
phase, ice phase, and mixed phase clouds (Ghan and
Easter 1992; McFarlane et al. 1992; Fowler et al. 1996).
To calculate cloud optical properties, the effective radius
is either specified or computed by empirical relations
between cloud water content, temperature, and effective
radius (e.g., Wyser 1998). Another approach consists of
establishing a relationship between the aerosol number
concentration and the cloud particle number concentra-
tion based on observations; however, despite having a
more physical basis, this alternative has been unsuc-
cessful in many cases (Novakov et al. 1994; Vong and
Covert 1998).

Given the importance of supersaturation relaxation
time and aerosol concentration and composition in the
formation and evolution of the arctic low-level clouds
(Curry et al. 1996; GB2001), we have developed a cloud
parameterization allowing for a prognostic determination
of cloud water and ice water content and the mean di-
ameter of water droplets and ice crystals. In this paper,
we present a comprehensive microphysics scheme cou-
pled with a single column aerosol-climate model (the
Local Climate Model, LCM) (Gong et al. 1997). This
model simulates the aerosol time evolution explicitly and
the formation of diamond dust and ice fog. In the next
section, we describe the parameterization developed to
represent the collision processes, the sedimentation of
cloud particles, the deposition/condensation of water va-
por onto preexisting ice crystals/water droplets, and the
activation of aerosols. Except for the aerosol activation,
these parameterizations do not require the explicit sim-
ulation of the aerosol spectrum. Since most climate mod-
els do not simulate the multicomponent aerosol size spec-
trum, we propose a simple alternative for the parame-
terization of the activation. Finally, in section 3, we com-
pare the model results to diamond dust and ice fog
observations at Alert (Canada) for the period 1991–94.

2. The LCM model
To develop a parameterization of the microphysics

capable of simulating cold clouds in climate models,

we use observations and a comprehensive aerosol-cloud
model (MAEROS2), hereafter referred to as the refer-
ence model.

a. The reference model

A modified version of MAEROS2 (Gelbard et al.
1980) is used as the reference model. The original ver-
sion of MAEROS2 has been modified to allow for ice
and mixed phase clouds as well as the Kelvin effect and
solution effect and extended outside the aerosol size
range into the region of activated particles (GB2001).
This model can simulate the time evolution of both the
aerosol and cloud particle spectra. Physical processes
related to aerosols, such as coagulation, sedimentation,
and activation as well as processes related to cloud par-
ticles such as aggregation/coalescence, condensation/
deposition, and sedimentation are explicitly simulated.
Further, homogeneous and heterogeneous freezing of
water droplets are accounted for, allowing representa-
tion of the phase change and also the Bergeron effect.
The modified version of MAEROS2 contains 38 size
bins from 0.01- to 500-mm diameter. A complete de-
scription of this model is given in GB2001. Along with
observations, the zero-dimensional version (box model)
of this detailed model is used to validate the parame-
terization developed in this paper.

b. General features of the LCM–NARCM model

LCM is the single column version of the Northern
Aerosol Regional Climate Model (NARCM) model
(Gong et al. 1997), which is a 3D regional climate model
with its grid centered on the North Pole. NARCM has
the same physics as the Canadian Regional Climate
Model (McFarlane et al. 1992; Caya and Laprise 1999)
plus the explicit aerosol scheme and a prognostic var-
iable for each aerosol size bin and each species consid-
ered. The principal feature of the LCM model is its
aerosol physics with an explicit size-segregated repre-
sentation of the aerosol spectrum. Physical processes
related to aerosols: coagulation, nucleation, in-cloud and
below-cloud scavenging, and dry deposition are param-
eterized into the model (Gong et al. 1997).

1) DYNAMIC TENDENCIES

The LCM is a single column model that, by definition,
does not calculate dynamic tendencies explicitly. Var-
ious methods using observations and 3D model forcing
to infer dynamic tendencies for single column models,
such as revealed forcing, horizontal advective forcing,
and relaxation forcing, are discussed by Randall et al.
(1996) and Lohmann et al. (1999). However, to use these
methods, one has to know the value of the advected
fields at the surrounding areas. Additionally, these meth-
ods do not allow for feedbacks between the simulated
physics within the column and the dynamics.
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In this work, we use the residual iterative method
(RIM) to infer dynamic tendencies at each time step. The
RIM allows calculation of dynamic tendencies with only
aerological soundings at the geographic point of interest.
Note that the same method can be applied with GCM
output at a particular grid point. In practice, the model
is first integrated without dynamic tendencies. Output is
then compared with aerological soundings at 0000 Z and
1200 Z every day, which corresponds to the time of
aerological soundings. The residual, which is the differ-
ence between observations and model output, is then used
as the dynamic tendencies for a second run. This tech-
nique is repeated until the change of the residual is small.
The RIM converges rapidly after three or four iterations.
This method has the advantage of using both the pre-
dicted value by the model and the observed value of the
prognostic variable. Therefore, the model is semiprog-
nostic, that is, the physical processes acting within the
column modify the dynamics whereas the dynamics do
not affect the physics. Therefore, errors in the physical
parameterization are compensated by the dynamic ten-
dencies. As a result, dynamic tendencies calculated by
this method are as good as the model physics. The RIM
is therefore very useful for assessing physical parame-
terization by ensuring that the values of prognostic fields
are similar to the observations.

2) CLOUD PARTICLE SPECTRUM

The cloud particle spectrum is represented by the su-
perposition of two lognormal size distributions with a
standard deviation of 1.4: one for cloud droplets and
the other for ice crystals. This choice of size spectrum

is based on simulations with the GB2001 reference mod-
el and observations (Witte 1968; Rogers and Yau 1989).
Although observations indicate that the gamma size dis-
tribution can also be used to represent cloud spectra in
models (Rogers and Yau 1989), the lognormal distri-
bution is preferred here since it is more representative
of the cloud spectra obtained with the explicit model,
which has been used to develop the parameterization
presented in this paper. The standard deviation of cloud
particle size distribution varies according to cloud type.
For instance, in diamond dust events, Witte (1968) ob-
served standard deviation values of 1.3–1.9 discussed
in GB2001. In ice or liquid stratus, the standard devi-
ation typically ranges from 1.2 to 1.4 (Hudson and
Svensson 1995; Considine and Curry 1996). In maritime
liquid stratus cloud, Considine and Curry (1996) ob-
served an increase in the standard deviation with di-
ameter. The few available observations of diamond dust
in the Arctic suggest a similar relation between the mean
diameter and the standard deviation. In order to simplify
the parameterization, a unique value for the standard
deviation of the cloud size distribution has been chosen.

3) MODEL EQUATIONS

To describe cloud liquid and ice particle size distri-
butions, four prognostic variables are used: the mean
diameter of cloud droplets (Dw), the mean diameter of
ice crystals (Di), the cloud ice mixing ratio (qi), and the
cloud water mixing ratio (qw). These parameters along
with the fixed standard deviation of 1.4 describe the
cloud spectrum at each time step. The time evolution
of these variables can be expressed as follows:

2]q m(D ) ] qw w w5 PCS 1 PCC 1 PCI 2 (DN 1 DN ) 1 K , (1)h g 2]t rDt ]z
2]q m(D ) ] qi w i5 PIS 1 PID 1 PII 1 (DN 1 DN ) 1 K , (2)h g 2]t rDt ]z

1/3 1/3 1/3 2]D 1 26rq 1 1 1 1 6Dm ] Dw w iw w5 1 1 2 1 1 K , (3)
21 2 1 2 1 2[ ]]t Dt pr DN DN DN DN pr ]zw h g nw c w

1/3 1/3 1/3 1/3 2]D 1 26rq 1 1 1 26rq 6Dm ] Di w i ii i5 1 2 1 1 1 K , (4)
21 2 1 2 1 2 1 2[ ] ]]t Dt pr DN DN DN pr DN pr ]zw h g c i ni i

where PCC, PCI, PID, PII are, respectively, the con-
densation/evaporation rate onto/of cloud water droplets,
the deposition/sublimation rate onto/of cloud ice crys-
tals, the nucleation of water droplets, and the nucleation
of ice crystals; PCS and PIS are, respectively, the sed-
imentation rate of cloud water droplets and ice crystals;
Nh and Ng are, respectively, the number concentration

of cloud water droplets that freeze heterogeneously and
homogeneously; Nc is the number concentration of water
droplets or ice crystals that collide to form larger cloud
particles; Nnw and Nnw are respectively, the number con-
centration of water droplets and ice crystals nucleated;
miw and mii represents the mass of condensed/evaporated
water and deposited/sublimated water, respectively; K,
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r, rw, ri, and Dt, are, respectively, the eddy diffusion
coefficient, air density, water density, ice crystal density,
and model time step. Here D indicates the variation of
the variable during a time step (Dx 5 xt1Dt 2 xt).

To compute the microphysical processes like con-
densation and aerosol activation, it is necessary to know
the time evolution of the saturation ratio (S). Unlike in
most climate models that set a threshold for S, in this
model S is free to evolve above the saturation point and
depends on the total condensation/deposition rate and
the atmospheric temperature cooling rate:

dS L dT p
5 2 2 (PCC 1 PCI 1 PID 1 PII), (5)

dt R T dt «ey s

where Ry , es, p, T are, respectively, the gas constant for
water vapor, vapor partial pressure at water saturation,
air pressure, and air temperature. Here « 5 Ry /Rd where
Rd is the gas constant for dry air. In this expression,
variations of S associated with vertical velocity is in-
cluded in the cooling rate term dT/dt. The LCM–
NARCM model also simulates explicitly the aerosol size
distribution. The model allows for several tracers and
it is assumed that aerosols are internally mixed (Gong
et al. 1997). The eleven size bins cover aerosol sizes
ranging from 0.01 to 8 mm in diameter. The following
equation is used to predict the aerosol number concen-
tration (Nkl) for each tracer k in the size bin l:

]N ]Nkl kl1 V · =N 1 vkl]t ]p

Na5 S 1 S 1 S 1 , (6)nucl dep wdep Dt

where V is the horizontal component of the wind and
v is the vertical component of the wind expressed in
Pa s21. Here Snucl, Sdep, Swdep represent, respectively, the
nucleation of aerosols, dry, and wet deposition and are
described in detail in Gong et al. (1997); Na is the aerosol
number concentration that is activated to form either
water droplets or ice crystals. The advection terms on
the left-hand side are provided through the RIM using
local observations at the point of interest. In our case,
we used the observation at Alert. Weekly mean aerosol
concentrations at the surface are available from the cli-
mate archive. We assumed a constant aerosol concen-
tration in the vertical from the surface to 5 km and
during the week. This assumption may appear in con-
tradiction with several observations that indicate im-
portant variations in the vertical (e.g., Barrie 1986).
However, there is no common denominator between ob-
servations with regard to the variation of aerosol con-
centration with height. It generally depends on the pres-
ence of clouds and on the air layer origin, which vary
as a function of height. Consequently, it is a simpler
and unambiguous choice to assume a uniform vertical
structure in the absence of measurements.

Equations (1)–(6), along with the traditional dynamical
equations (continuity equation, thermodynamic equation,

hydrostatic equation, and momentum equation) form the
system of prognostic equations used in the LCM–
NARCM model. In the next section, a description of the
parameterization developed to represent the microphys-
ical processes present in Eqs. (1)–(6) is presented.

c. Microphysical processes

Most of the microphysical processes influencing ice
crystals depend on the ice crystal shape and density.
Consequently, in order to parameterize the physical pro-
cesses involving ice crystals, one has to characterize the
ice crystal shape. As opposed to water droplets, ice
crystals have different shape and density depending on
the temperature and supersaturation (Pruppacher and
Klett 1997). A large variety of crystal habits have been
observed in the Arctic (Bigg 1980) [see Curry et al.
(1990) for a comprehensive review]. However, labora-
tory experiments and observations have shown that col-
umn and needle crystal shapes seem to dominate at the
cold temperatures and high relative humidities charac-
teristic of the arctic winter (Bigg 1980; Pruppacher and
Klett 1997). Given 1) the extreme complexity of de-
veloping an ice cloud parameterization accounting for
several crystal habits and 2) the very limited knowledge
and uncertainty prevailing in this field, the problem is
simplified by assuming a single crystal shape. A col-
umn-needle shape is assumed in our simulation with a
length/radius ratio of 10. Although somewhat arbitrary,
this ratio agrees with several observations over the Arc-
tic Ocean during winter (Bigg 1980). Also, this crystal
shape seems to be predominant in very low temperatures
and in polluted airmass characteristics of the Arctic dur-
ing winter (Barrie 1986; Meyers and Hallett 1998).

1) PARAMETERIZATION OF COLLISION PROCESSES

Collision processes include aggregation of ice crystals,
coalescence of water droplets, and accretion of water
droplets onto ice crystals. The collision process can be
adequately described by the stochastic collection theory
(Cotton and Anthes 1989); however, it is not realistic to
include such a complex equation in a climate model. A
parameterization of the collision processes is required.
Few attempts have been made by cloud physicists to
parameterize this process. Existing parameterizations de-
pend on the cloud water and ice content and the tem-
perature and assume a Marshall–Palmer size distribution
of cloud particles (Cotton and Anthes 1989). Further they
do not account for the variation of the collision rate within
long time steps found in climate models.

In this work, we used two parameterizations to sim-
ulate the collision between cloud particles. The first one
is the method of moments developed by Enukashvili
(see Pruppacher and Klett 1997). This parameterization
is derived by writing the stochastic coalescence equation
in terms of the moments of cloud particle number con-
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FIG. 1. Relative error produced on the total aerosol number after
a 20-min simulation for five different ice water contents when the
method of moment [Eq. (7)] is used to calculate the aerosol coagu-
lation rate. Note that during these simulations, only the coagulation
is allowed for, all other aerosol microphysical processes are omitted.

centration. The equation is then resolved for a constant
collection efficiency, which represents a population of
particles within the Stokes flow regime, below 50 mm.
The decreasing rate of cloud particles through collisions
is then given by

DN Nc c5 4/3 2/35 min «(27.67 3 10 )q N , , (7)c[ ]Dt Dt

where q and Nc are either the cloud ice or water mixing
ratio and the number concentration of water droplets or
ice crystals, respectively. Here « is a factor that allows
for aggregation by reducing the collection efficiency.
Based on several laboratory experiments (Pruppacher
and Klett 1997), we have fixed « to 0.1, meaning the
collection efficiency is a factor of ten smaller than the
collection efficiency for water droplets.

Figure 1 shows the relative error produced by this
parameterization when compared to the reference model
for simulations of 20 min with different ice crystal con-
centrations. At ice water contents less than or equal to
0.01 g m23, errors are negligible. On the other hand, at
larger concentrations, the errors grow very rapidly with
increasing mean diameter. This is due to the variations
in the collision rate during the typical climate model time
step of 20 min. At large concentrations and large mean
diameters, the collision rate is high and number concen-
tration of ice particles decreases very rapidly. This leads
rapidly to important variations in the collision rate. Ne-
glecting this variation overestimates the collision rate.

To avoid this error, we used the reference model of
GB2001 as a tool to parameterize the collision rate at
ice water content exceeding 0.01 g m23. The following
expression has been developed:

DN rW s Nc REF c5 min exp « E(log(D)) 1 G(D) log 1 log , , (8)5 1 2 1 2 6[ ][ 1 2 ]Dt W s DtREF

where WREF and sREF are constants, s is the standard
deviation of the cloud particle size distribution, W is the
cloud water content (ice or liquid), and E and G are
polynomial expressions of degree four. Their coefficients
are given in the appendix. Figure 2 shows the relative
error produced by the parameterization compared to the
reference model after one 20-min time step. For mean
diameters of cloud particles less than 30 mm, typical of
ice fogs or stratus, the error is less than 10%. For larger
mean diameters, the errors are substantial when the cloud
water and ice content is larger than 0.02 g m23. However,
at these diameters typical of diamond dust event, simu-
lations with explicit microphysics GB2001 model and
observations (Curry et al. 1996) have shown that the ice
water content is usually below 0.02 g m23. Within these
limits, the parameterization based on (7) and (8) can be
used for the arctic winter low clouds with an error below
10%. In view of other uncertainties, this limit is consid-
ered acceptable for the time being.

2) PARAMETERIZATION OF CONDENSATION

DEPOSITION

The total condensation/deposition rate C 5 Dmiw 1
Dmii of water vapor onto ice crystals, water droplets,
and aerosol nuclei is given by the following theoretical
expression:

d
C 5 n(d9) dd9 m(D ) dDE E a a[ ]dtD d9a

d
1 n(D ) m(D ) dDE w w wdtDw

d
1 n(D ) m(D ) dD , (9)E i i idtDi

where the first term of the right-hand side is the con-
densation/deposition rate onto activating aerosols
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FIG. 2. Relative error produced on the total aerosol number after
a 20-min simulation for five different ice water contents when the
parameterization of coagulation based on the reference model [Eq.
(8)] is used to calculate the aerosol coagulation rate. Note that during
these simulations, only the coagulation is allowed for, all other aerosol
microphysical processes are omitted.

[terms PII and PCI in Eqs. (1), (2), and (6)] and the
second and third terms are the condensation rate onto
preexisting water droplets (term PCC) and deposition
rate onto preexisting ice crystals (term PID), respec-
tively. The first term depends on the number of acti-
vated aerosols and is found by the methods described
in the next two sections. The second term on the right-
hand side of Eq. (9) has been parameterized using a
method similar to Cotton et al. (1982). Given Nw cloud
droplets (m23) and Ni cloud ice crystals (m23) of mean
diameter Dw and Di , respectively, the total condensa-
tion and deposition rate on cloud water droplets (PCC)
and ice crystals (PID) is given by the following ex-
pressions:

d
PCC 5 n(D ) m(D ) dDE w w wdtDw

d q 2 qw swø min\max N m(D )a(N , D )h, ,w w w w[ ]dt Dt

(10)

d
PID 5 n(D ) m(D ) dDE i i idtDi

d q 2 qi siø min\max N m(D )a(N , D )h, ,i i i i[ ]dt Dt
(11)

where the minimum function is applied in case of su-
persaturated air whereas the maximum function is ap-
plied in case of subsaturated air, qsw and qsi are the

saturation vapor pressure with respect to water and ice,
respectively, h is a correction factor necessary to com-
pensate the systematic underestimation of this expres-
sion of the total condensation rate due to the assumed
cloud lognormal size distribution. This factor depends
on the dispersion of the size distribution. In this case,
the correction factor equals 1.17 for a standard devi-
ation of 1.4. Generally, climate models have time steps
much longer than the microphysics timescale. The su-
persaturation is known at the beginning of the time
step. However, between two time steps, it is expected
to vary substantially in presence of cloud. Therefore,
to obtain an average representative value for the time
step, we added the relaxation factor a. Although with-
out real physical basis, this allows for proper treatment
of other physical processes such as the aerosol acti-
vation where the condensation rate on cloud particles
is a determining factor. The relaxation factor is based
on the reference model described in GB2001 and ex-
pressed as

N
a(N, D) 5 (aD 1 b), (12)

Nref

where Nref, a, and b are constants (see appendix). The
diffusional growth dm/dt in Eqs. (10) and (11) is ap-
proximated by using the mean diameter of cloud par-
ticles. In the case of deposition on ice crystals, the mean
radius and length of the column crystal is calculated
using Di by assuming a ratio radius/length of 10. The
capacitance that is used to calculate the deposition rate
is found by using the approximation of Rogers and Yau
(1989; GB2001). The saturation ratio, used to compute
the diffusional growth, is the value at the beginning of
the time step.

This parameterization was compared to the reference
model for 20-min simulations. Figure 3 shows the re-
sulting errors for different combinations of supersatu-
rations and total number of cloud particles, represen-
tative of arctic low clouds during winter. Errors are neg-
ligible for low supersaturation typical of ice fog and
stratus. At very high ice supersaturation and low total
cloud particles, typical of diamond dust, the error is kept
below 5%. The error increases with supersaturation and
total cloud particles. However, observations indicate
that conditions for large errors do not occur in ice fog,
in stratus nor in diamond dust (Curry et al. 1990). For
ice fog and stratus, the supersaturation is low and the
cloud particle concentration is high, while in diamond
dust, the opposite situation prevails.

In the current parameterization, we neglect the de-
pendence of the condensation rate on pressure and tem-
perature. As compared to the GB2001 explicit model,
for pressure between 700 and 1000 hPa and temperature
between 230 and 260 K, this approximation is respon-
sible for less than 10% error. This temperature and pres-
sure represents approximately the conditions under
which low clouds form during winter in the Arctic. Fig-
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FIG. 3. Relative error produced on the ice water content after a 20-min simulation for four different ice crystal concentrations
when the parameterization based on the reference model [Eq. (11)] is used to calculate the aerosol condensation rate. (a) Super-
saturation is 0.5%, T 5 240 K, and P 5 700 hPa; (b) S 5 30%, T 5 240 K, and P 5 700 hPa; (c) S 5 30%, T 5 240 K, and
P 5 1000 hPa; (d) S 5 30%, T 5 260 K, and P 5 700 hPa. Note that during these simulations, only the condensation is allowed
for, all other aerosol microphysical processes are omitted.
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ure 3 shows the resulting error as a function of particle
size.

3) AEROSOL ACTIVATION

The first term of Eq. (9) depends on the number of
activated aerosols and the growth rate of activated aero-
sols. The aerosol growth rate is found by assuming a
diameter of 10 mm. That is based on the fact that an
activated aerosol grows very rapidly between 1 and 10
mm and its growth rate, in terms of diameter, decreases
substantially afterward (Rogers and Yau 1989). For in-
stance, a small water droplet of 0.9 mm reaches a di-
ameter of 10 mm in less than 4 min. Given the 20-min
time step of the model, we can reasonably approximate
the droplet diameter at 10 mm. Consequently, according
to the diffusion growth theory, the condensation rate
onto aerosol is approximated by the following relation
in the model:

dm
5 0.0002pD r (S 2 1), (13)y ysdt

where the coefficient 0.0002 is the product 4R with R
5 5 mm. The activation of aerosols is driven by the
supersaturation (S 2 l). Although the supersaturation is
known at the beginning of the time step, its time var-
iation within a time step is uncertain. It may increase
or decrease monotonically during the period or it may
reach a maximum and then decrease depending on the
balance between production and condensation of water
vapor. The evolution of supersaturation depends on the
cloud particle number concentration and the cooling
rate. But cloud particle number concentration varies
with the supersaturation leading to an implicit problem
where the unknown variable is present on both sides of
the equation.

The method employed to find the number of activated
nuclei within a time step is the following. Equation (5)
can be written in the general form dS/dt 5 P 2 C
(Rogers and Yau 1989), where P, a source term, is pro-
portional to the cooling rate of the air and C, a sink
term, represents the total condensation rate and is given
by Eq. (9). The first step consists in assuming that no
aerosol is activated during the climate model (CM) time
step and to examine the temporal evolution of S. If dS/dt
is negative, then S decreases and no aerosol is activated.
This situation corresponds either to a warming of the
atmosphere (term P negative) or to a depletion by ex-
isting ice crystals absorbing excessed water vapor more
rapidly than produced by cooling.

On the other hand, if S increases with time, two sit-
uations can arise: S can either increase during the entire
CM time step or reach a maximum and then decrease.
To find out what situation occurs within a given time
step, we first compute the theoretical maximum satu-
ration by setting dS/dt 5 0 and by isolating n(r)dr in
the first term of the right-hand side of Eq. (9). This
value of n(r)dr, which we call n1, represents the number

of activated aerosols if saturation reached its maximum
value within a CM time step. Another value of n(r)dr,
n2, is calculated by assuming a constant value of dS/dt
(corresponding to its value at the beginning of the CM
time step) throughout the CM time step. If n2 . nl , then
saturation has necessarily reached a maximum during
the CM time step, and consequently, the number of ac-
tivated aerosols is nl . On the other hand, if n1 . n2, the
maximum number of activated aerosols is set to n2.
Then, the real number of activated aerosols corresponds
to the concentration of CN/IN greater than the critical
diameter of activation. This number must be smaller
than or equal to the value calculated previously, that is
either n2 or n1.

At this point, the potential number of activated aero-
sols can be evaluated. However, this number should be
consistent with the number of available CN or IN. For
instance, if n 5 n1, the saturation has reached its max-
imum and the critical radius of activation rc can be
estimated. By integrating over the radius range larger
than rc we obtain the number of activated aerosols, na.
The value of n is then limited by na, which depends
essentially on aerosol spectrum and to a lesser extent
on aerosol composition. With an explicit aerosol
scheme, such as in the LCM and NARCM, na is found
by adding aerosols in size bins larger than the critical
diameter of activation. The next section describes a
method for calculating na without an explicit represen-
tation of the aerosol spectrum.

After activation, we assume in this parameterization
that the resulting cloud particle size distribution is log-
normal, monomodal in the case of one phase or bimodal
in the case of mixed phase, with a standard deviation
of 1.4. The mean diameter depends on whether there
are preexisting cloud particles or not. In the case without
precursor, the mean diameter is simply calculated ac-
cording to the available condensable water and the num-
ber of activated nuclei. Otherwise, the dominant spec-
trum in terms of number concentration, either the newly
activated cloud particles or the preexisting cloud par-
ticles dominates.

4) ALTERNATIVE TO THE EXPLICIT AEROSOL

REPRESENTATION

An explicit size-segregated aerosol spectrum simu-
lation, as in NARCM–LCM, provides a prognostic
evaluation of na . However, most climate models con-
sider only the bulk of aerosol mass. In this case, the
method developed by Khvorostyanov and Curry (1999,
hereafter referred to as the KC method) is used. The
KC method assumes implicitly a power-law type of
aerosol distribution. A theoretical expression is then
derived for the aerosol size distribution f (r) as a func-
tion of humidity, aerosol solubility, and composition
as follows:
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Rb
m21 [(m1b)/(11b)]f (r) 5 Nr (2R) r for H . 0.95, (14)min 1 2B

Rb 1 B
m21 m 2(m 11)wet wetf (r) 5 3Nr R r 2 R 1 r for H , 0.95, (15)min 1 2 1 2[ ]1 2 H 3 (1 2 H )

FIG. 4. Comparison between the temporal evolution of the number
of activated aerosols obtained with the explicit aerosol scheme and
the KC method used with three different aerosol slopes for (a) the
first 12 days and (b) the last 8 days of the 20-day simulation with
the LCM at 1000 hPa.

where R and mwet are function of m and b (see KC 1999),
m is the slope of the Junge size distribution, H is the
saturation ratio, rmin is the lower limit radius of the aero-
sol size distribution, and b and b depends on aerosol
composition (see KC 1999). One obtains the total num-
ber of activated aerosols by integrating these expres-
sions from the critical radius of activation to the infinity.

To assess this method, a 20-day simulation has been
performed and compared to the NARCM–LCM explicit
aerosol scheme. The period from 1 to 20 January 1991
at Alert is used. Temperature, humidity, and aerosol
concentration are obtained from observation data
throughout the period. Aerosols are assumed to be most-
ly sulfuric acid with 90% of the aerosol volume being
soluble. For the simulation with the KC method, the
small end of the aerosol spectrum (rmin) is set to 0.1
mm. In the explicit scheme simulation, the aerosol spec-
trum is a superposition of two lognormal distributions
centered, respectively, at 0.1 and 0.6 mm. Sea salt and
soil particles form the larger mode while other com-
ponents such as sulfate and carbonaceous particles form
the smaller mode.

Figure 4 shows the number of activated aerosols in
the lowest model level for three aerosol distribution
slopes. The KC method is in good agreement with the
detailed scheme for m 5 2.5. Higher slopes lead to
increasing underestimation of the number of activated
aerosols, mainly during the second episode, that is days
12–20. Two distinct periods can be distinguished: days
0–12 with low number of activated aerosols and days
13–20 during which the number of activated aerosols
is high with values ranging from 106 to 108 m23. The
first period corresponds to a situation of boundary layer
diamond dust while the second period is characterized
by the formation of a thin stratus cloud at 800 hPa. In
the diamond dust case (days 0–12), the results are in-
sensitive to the slope of the aerosol distribution. In this
case, most of the time na is much higher than the number
of ice nuclei. Therefore, even if na differs greatly from
the value calculated with the explicit scheme, it is lim-
ited by the ice nuclei concentration and becomes in-
sensitive to m. However, in the stratus case, temperature
is much lower and the IN concentration is higher. As a
result, na is often lower than the IN concentration and
consequently, it is not limited by the IN concentration
anymore. The real number of activated aerosols in these
situations is then given by na. Figure 4 shows that the
slope 2.5 is the most suitable choice as compared to the
explicit scheme.

A slope of 2.5 may appear somewhat surprising since
slopes varying between 3.0 and 4.0 are usually reported
in the literature (Pruppacher and Klett 1997). At 0.05–
0.1-mm radius, which corresponds to the modal radius
range of the aerosol size distribution, the slope decreases
dramatically to reach 0 at the maximum of the size
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FIG. 5. Comparison between the temporal evolution of (a) the ice saturation, (b) the cloud liquid
and ice content, (c) the cloud particle concentration, and (d) the cloud particle mean diameter
obtained with the explicit aerosol scheme and the KC method used with an aerosol slope of 2.5
during the 20-day simulation with the LCM at 1000 hPa. Note that the very high cloud particle
concentration between days 16 and 18 is due to high concentration of submicron water droplets
(interstitial aerosols).

distribution. Therefore, the results obtained here indi-
cate that the size of aerosols that contribute most to the
formation of cloud particles is around 0.1 mm. GB2001
have shown that this is due to the high supersaturation
and the high frequency of activation, which does not
allow for the formation of large aerosols between ac-
tivation events.

Figure 5 shows the cloud ice content, ice crystal num-
ber concentration, ice saturation, and mean ice crystal
diameter simulated with the slope 2.5 compared to the
explicit scheme. The averaged value over the 20 days

for each field is shown in Table 2. The temporal evo-
lution and the mean value of the saturation ratio, the
cloud water and ice content, the mean cloud particle
diameter, and the number of activated aerosols are re-
produced by the KC method with less than 10% error.
However the cloud particle number concentration is sub-
stantially underestimated. This is due to the condensa-
tion event on 18 January during which the KC method
strongly overestimates the number of activated aerosols
(see Fig. 4).

Despite its simplicity, the KC scheme is capable of
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TABLE 2. Differences for averaged microphysics fields obtained during a 20-day LCM simulation with the explicit aerosol microphysics
and with the Khvorostyanov and Curry (1999) (KC) method.

LCM–NARCM aerosol explicit
scheme

KC method
(m 5 2.5)

Difference
(%)

Ice saturation
Cloud total water content (Kg m23)
Number concentration of cloud particles (m23) (including

submicron interstial wet aerosols)

1.064
1.40 3 1025

8.33 3 1011

1.069
1.42 3 1025

1.89 3 1011

0.5
1.2

77.0

Mean diameter of cloud particles (mm)
Number of activated aerosols (m23)

106.2
1.74 3 107

114.2
1.92 3 107

7.5
10.0

reproducing with small errors the main microphysical
variables used in the current parameterization. There-
fore, to a first order, for arctic low-level clouds, the KC
scheme is a good alternative to a size-segregated explicit
aerosol scheme in a climate model.

5) GRAVITATIONAL DEPOSITION

PARAMETERIZATION

To find the mass of precipitating cloud particles, we
first assume that cloud particles are uniformly distrib-
uted in the volume bounded by the adjacent layers. If
H is the height of the layer, V the mean velocity of the
cloud particle distribution, t the time, and w the cloud
water content, and i the ice content, then the mass rate
of condensate (Mkl) leaving the reference level k going
to level l is then given by

1
M 5 PCS 1 PIS 5 (V q 1 V q ). (16)kl w w i iH

The mass of cloud particles depositing to a layer be-
low is assumed to be distributed uniformly in this layer.
Further, the mean diameter of sedimenting particles is
assumed to be the same of the arrival layer. This con-
dition is required since, in the parameterization, the
cloud particle size distribution is monomodal for each
phase. In the case where there is no cloud in the arrival
layer, we assumed it arbitrary that sedimenting particles
have a mean diameter of 100 mm.

The mean velocity of falling cloud particles has been
parameterized as a function of D using the reference
model MAEROS2 of GB2001. The terminal velocity of
cloud particles is given by the following polynomial
expression:

1
6 5V 5 (a D 1 a D 1 · · · 1 a ), (17)j 6 j 5 j 0f

where j stands for the phase, ai are given in the appendix,
and f is the shape factor taking into account the effect
of cloud particle density and the ice crystal habit on the
falling velocity. For a column type crystal with a length
greater than 28 mm, the shape factor follows the param-
eterization of Heymsfield (1972) as described in
GB2001. In case of water droplets, f is set to 1.

6) ICE CRYSTAL NUCLEATION

Both homogeneous and heterogeneous ice nucleation
are simulated in the model. The ice crystal nucleation
is represented similarly as in the reference model of
GB2001. The homogeneous nucleation of ice crystal is
assumed to depend on temperature only. The homoge-
neous freezing temperature is either prescribed or can
be parameterized as a function of the aerosol compo-
sition (see GB2001). For the heterogeneous nucleation,
the model accounts for the temperature, the cooling rate,
the saturation, and the water droplet size. The Bigg pa-
rameterization (Pruppacher and Klett 1997) allows for
determining the median freezing temperature of popu-
lation of water droplets as a function of mean particle
size. To take into account the supersaturation and tem-
perature, the parameterization of Meyers et al. (1992)
is used.

In practice, we use the Bigg parameterization to de-
termine the critical diameter of freezing (Df ) at which
water droplets may freeze. The number of water droplets
greater or equal to this size that freeze is then limited
by the number of available IN given by the parameter-
ization of Meyers et al. (1992). Since the liquid water
content and the mean diameter of water droplet are prog-
nostic quantities, we use this along with the assumption
of a lognormal size distribution of standard deviation
of 1.4 to calculate the number of water droplets of di-
ameter larger than Df as follows:

` 2N ln(D 2 lnD )w wN 5 exp 2 dD. (18)H E 1/2 2[ ](2p) lns 2(lns)Df

3. Validation with the reference model

The parameterization presented in the previous sec-
tion has been assessed with the reference model of
GB2001 and compared against observations at Alert for
the period 1991–94. Figure 6 shows a comparison be-
tween the parameterization and the reference model for
12 h simulation of the formation of ice crystal during
an atmospheric isobaric cooling of 2 K day21 at 980
hPa. The ice crystal mass concentration has been chosen
to make the comparison since 1) every microphysical
process parameterized alter this field and 2) this is the
most important mycrophysical variable in a climate
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FIG. 6. Comparison between the reference model and the param-
eterization when all microphysical processes are taken into account
for a 12-h simulation of the formation of ice crystals during an at-
mospheric isobaric cooling of 2 K day21 at 980 hPa.

model. In these simulations, the only difference is the
microphysical treatment, everything else being the
same. The maximums at hours 2, 6, 10, and 13 corre-
spond to the activation of many condensation or ice
forming nuclei. The following concentration collapses
are due to the combined effect of ice crystal aggregation
and sedimentation.

The parameterization shows a good agreement with
the ice crystal mass concentration variation. However,
the scheme seems to systematically overestimate the ice
crystal mass concentration. The error is sometimes sub-
stantial as illustrated at hour six. At that time, the ice
crystal mass concentration is overpredicted by a factor
two. Also, the parameterization greatly overestimates
the minima. However, it captures the main features of
the temporal evolution of ice crystal concentration.

Besides the intrinsic errors due to the parameteriza-
tion itself, two main sources of errors have been iden-
tified: the assumption made on the cloud particle size
distribution mean diameter after activation of aerosols
and after the gravitational settling of larger particles
coming from upper layers. The model underestimates
the mean cloud particle diameter due to the monomodal
size distribution assumption on cloud water droplets and
ice crystals.

The error produced by the monomodal size distri-
bution assumption was assessed by comparing the ref-
erence model with the parameterization for 2-days sim-
ulation of an air column radiative cooling. Both micro-
physics schemes were incorporated into simple column
radiative model (see GB2001) for this experiment. Since
ice crystals are a major absorber of IR radiation, the
goal of this test was to evaluate the error on the surface

cooling produced by the parameterization. Surface cool-
ing was found to be underestimated by 15%. Given the
existing time constraint in climate model parameteri-
zations, this error remains acceptable in that context.

4. Case of Alert

The LCM–NARCM model has been used to simulate
the case of Alert from January 1991 to May 1991, No-
vember 1991 to May 1992, November 1992 to May
1993, and November 1993 to April 1994. Aerological
soundings and aerosol observations served to drive the
model. Thus, the model allows for temperature advec-
tion, humidity advection, and momentum advection.

Aerosol weekly mean observations have been pro-
vided by the Alert laboratory station located 6 km south
of the main base on an elevated plateau 210 m above
sea level (Sirois and Barrie 1999). Data are taken at the
screen level. Eighteen ions, for which , , H1,2 1SO NH4 4

Na1, Cl2 are the main elements, were collected on 20
by 25 cm Whatman 41 filters using a high volume sam-
pler.

In the model, we consider two aerosol modes, the
accumulation mode and the giant particle mode centered
at 0.17 and 0.6 mm, respectively. Size distributions are
lognormal with standard deviations of 1.42 and 2.01 for
the accumulation and giant mode, respectively. These
parameters were used by Blanchet and List (1983) based
on observations of Heintzenberg (1980) and Bigg
(1980). This approximation is a good representation of
many other aerosol spectra observed in the Arctic (Hoff
et al. 1983; Radke et al. 1989). These conditions are
applied in the assimilation run that allows for calculation
of the dynamic tendencies associated to the aerosols. In
the simulation run, the aerosol spectrum is free to
change.

We assumed that the giant mode is formed by sea salt
aerosols (Na, Cl, Mg, etc.) and soil particles (Si, Al,
etc.). Other ions have been assumed to be part of the
accumulation mode. This approximation somewhat un-
derestimates the giant mode since sea salt aerosols con-
tain sulfate (Bigg 1980; Sirois and Barrie 1999). How-
ever, observations show that sulfate proportion in sea
salt aerosol is small (Sirois and Barrie 1999). Besides
these components, organics and black carbon have been
added in proportion of sulfate mass since these com-
ponents have not been measured at the station. Since
both organics and black carbon come mostly from an-
thropogenic sources (Heintzenberg and Covert 1987),
their mass has been arbitrarily fixed to, respectively,
20% and 5% of the total mass of sulfate. These values
reflect observations taken in the Arctic during winter
(Barrie 1986).

In the simulations, thermodynamical and physical
properties of aerosols are prescribed initially and do not
depend on the real observed composition. The obser-
vations are used only to drive the model for the aerosol
mass in each mode of the bimodal size distribution. This

u0818471
Highlight
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TABLE 3. Three characteristics distinguishing both aerosol scenarios for the LCM simulations.

Scenario 1 Scenario 2

Solubility
Homogeneous freezing temperature
Ice forming nuclei concentration

50%
238 K
Meyers et al. (1992)

100%
Bertram et al. (1996)
Meyers et al. (1992)/100

technique simplifies the determination of the aerosol
microphysical properties. Further, it allows sensitivity
tests to be performed by comparing different aerosol
scenarios.

Two aerosol scenarios have been compared in our
experiment: 1) a natural background aerosol population
and 2) an acidic aerosol population typical of the Arctic
haze events. Acidic aerosols are distinguished from nat-
ural background aerosol by the anthropogenic sulfate
mass that may increase 10 times the background value
(Bridgman et al. 1989). As a result, most of the aerosols
contain sulfuric acid.

In our experiments, three characteristics of the acidic
aerosols have been considered (see Table 3): 1) A larger
solubility is associated with the acidic aerosols. Arbi-
trarily, the aerosol solubility has been fixed to 50% and
100% in scenarios 1 and 2, respectively. 2) A lower
homogeneous freezing temperature of the acidic inter-
stitial aerosols. Bertram et al. (1996) have shown that
the homogeneous freezing temperature of an interstitial
aerosol formed by a binary mixture of water and sulfuric
acid depends on the proportion of sulfuric acid in the
droplet. These laboratory experiments have been done
for an ideal mixture and for droplets of 0.1-mm of di-
ameter. We have applied these results to the acidic aero-
sol scenario. For the natural background aerosol sce-
nario, we assume a freezing temperature of 238 K, that
corresponds approximately to the homogeneous freez-
ing temperature of a pure water droplet. 3) The ice form-
ing nuclei concentration, by which the heterogeneous
ice nucleation can occur, is found with the parameter-
ization of Meyers et al. (1992). It is lowered by a factor
of 100 in the scenario 2, based on Borys (1989) mea-
surements showing a substantial decrease from one to
four orders of magnitude of the ice forming nuclei when
sulfuric acid aerosol concentrations is higher, such as
during Arctic haze events.

Figure 7 shows a comparison between the model and
observations of the weekly mean frequency of precip-
itation over the period 1991–94 at Alert. Tables 4 and
5 present a more quantitative comparison in terms of
average and correlation coefficient. Figure 7a shows that
the model reproduces approximately the observation of
the added weekly frequencies of diamond dust and ice
fog (referred thereafter to as the total precipitation).
Maxima at days 10, 30, and 140 as well as minima at
day 20 and 130 are well reproduced. However, at other
times the maxima and minima are often simulated one
week earlier or later. As a result, the correlation coef-
ficients for both scenarios are relatively weak; although
scenario 2 is significantly positively correlated with the

observations. When the total precipitation is averaged
over the entire period, scenario 2 with a value of 39%
is very close to the observed value of 37%. The back-
ground natural aerosol scenario overestimates signifi-
cantly the total precipitation frequency with an averaged
value of 47%. In addition to the average, the variability
of a variable is very important to simulate in a climate
model. We compare the variability of the model for both
scenarios with the observation. It turns out that both
scenarios well reproduce the total precipitation vari-
ability with a standard deviation of 1.29 and 1.30 for
the scenarios 1 and 2, respectively, compared to an ob-
served value of 1.35. Therefore, in terms of mean and
variability, the total precipitation frequency is well re-
produced by the microphysics scheme.

Figures 7b and 7c show the same comparison for
diamond dust only and ice fog only. Diamond dust is
overestimated by the model whereas the ice fog is un-
derestimated. This feature is more pronounced for the
scenario 2 with a very low value for the ice fog fre-
quency. This underestimation could be due in part to
the assumption of a permanent ice-covered surface in
the model. In reality, ice motion leads to ice cracks and
open water. These situations are favorable to the ice fog
formation. However, the acidic scenario (scenario 2) is
better correlated with the observed frequency variations
with a correlation coefficient of 0.35 compared to 20.10
for the scenario 1 (see Table 3). It seems that the big
maximum of ice fog frequency produced by the first
scenario between days 45 and 90 artificially increases
the mean value and is therefore not representative of
the observations. Otherwise, the high value of the ob-
served ice fog variability is well reproduced by both
scenarios with standard deviation values of 1.87 and
2.10 for scenarios 1 and 2, respectively, compared to
the observed value of 1.98.

The diamond dust mean weekly frequency is over-
estimated by both aerosol scenarios. However, the error
is smaller for the scenario 2 (see Table 2). The modeled
diamond dust is well correlated with observations, with
coefficients of 0.30 and 0.40 for the scenarios 1 and 2,
respectively. Further, both scenarios show good agree-
ment with the diamond dust frequency variability, with
standard deviation very close to the observation (see
Table 4).

Although scenario 2 underestimates substantially the
ice fog frequency, it is overall rather representative of
the observations in terms of diamond dust mean fre-
quency and also in terms of diamond dust and ice fog
frequency temporal variations. This result is not sur-
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FIG. 7. Comparison between model results obtained with both sce-
narios and observations averaged over the four cold seasons simulated
for (a) the added weekly frequencies of ice fog and diamond dust,
(b) the diamond dust weekly frequency, and (c) the ice fog weekly
frequency.

TABLE 4. Observed and modeled mean weekly frequency of ice fog and diamond dust averaged spatially in the vertical and averaged in
time over the four cold seasons simulated. Standard deviations are also shown.

Average

Scenario 1 Scenario 2 Observation

Standard deviation

Scenario 1 Scenario 2 Observation

Ice fog
Diamond dust
Total

10
37
47

4
35
39

11
26
37

1.87
1.31
1.29

2.10
1.32
1.30

1.98
1.30
1.35
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TABLE 5. Correlation coefficient between observed and modeled
ice fog and diamond dust weekly frequency temporal evolutions for
the four cold seasons simulated for both scenarios.

Scenario 1 Scenario 2

Ice fog
Diamond dust
Total

20.10
0.30
0.18

0.35
0.40
0.35

prising since the aerosol population during this period
contains high concentrations of sulfuric acid aerosols.

Except for errors associated with the parameterization
itself, two sources of errors have been identified to ex-
plain the discrepancies between model results and ob-
servations. The first one is related to the climatological
observations’ accuracy and time resolution. As dis-
cussed in the introduction, the precipitation observation
reliability is low due to the difficulties encountered in
the detection of these phenomena (Curry et al. 1996).
These factors might explain the model’s tendency to
overestimate the diamond dust. Further, the temporal
and spatial resolution of the aerosol observation are low.
As a result, vertical variability and short-term variability
in the aerosol concentration are not allowed for in the
model.

The second error source is related to the diagnostic
determination of whether there is diamond dust or ice
fog at a given time step or not. The method used to
distinguish ice fog and diamond dust is highly subjective
and may cause substantial errors. In the diagnostic meth-
od, if ice crystals have a diameter larger than 30 mm
and their number concentration is below 100 L21, the
event is qualified as diamond dust. If these criteria are
not satisfied, we assume it is an ice fog event. Further-
more, the ice crystals must be in the layer 900–1000
hPa. If it is the case, we assume that the observer has
observed the ice crystals and reported it. This last as-
sumption, which may appear somewhat exaggerated,
has been set originally to counteract the parameteriza-
tion tendency to underestimate the ice crystal sedimen-
tation (see section 3). However, it could sometimes ex-
aggerate the observed precipitation.

Ice crystals are often present in more than one layer.
Then, an average of the ice crystal number concentration
and diameter is done. Based on these averages, we ap-
plied the diagnostic method discussed above. However,
this technique can lead to errors if ice crystal charac-
teristics in one layer greatly differ from ice crystal char-
acteristics of another level. The average values used in
the diagnostic can then be nonrepresentative of the low-
er-tropospheric precipitation.

5. Conclusions

A new parameterization of ice crystal microphysics
suitable for the arctic lower troposphere during winter
has been presented in this paper. It can simulate, at low
cost in a climate model, low-level ice clouds such as

thin stratus, ice fog, and diamond dust. The parameter-
ization has been assessed against the modified detailed
model MAEROS2. Comparisons have shown the ability
of the parameterization to reproduce the main features
of the ice crystal evolution during an airmass cooling.
The parameterization has been included into the Ca-
nadian LCM–NARCM climate model. The model has
been used to perform 4 yrs simulation at Alert. Com-
parisons with observations suggest that the LCM–
NARCM can reproduce the mean and the variability of
the added frequencies of diamond dust and ice fog dur-
ing the cold season in the Arctic. However, it has prob-
lems distinguishing between precipitation type. Not sur-
prisingly, the acidic aerosol scenario is more represen-
tative of the observations for the studied period.

Despite many approximations in the elaboration of
this parameterization, it turns out that it can represent
adequately, at low cost, the climatic mean and variability
of the lower tropospheric precipitation in the Arctic dur-
ing winter. Then, it will be possible to use the param-
eterization in 3D climate models to investigate indirect
effects associated to the aerosols such as the dehydra-
tion–greenhouse feedback (Blanchet and Girard 1994,
1995).
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APPENDIX

Quantitative Values of Constants Used in the
Parameterization

Equa-
tion
no. Constants

(7) e 5 0.1 for ice crystals
e 5 1.0 for water droplets

(8) WREF 5 0.01 g m23

sREF 5 1.4

E (log D ) 5 a4 [(log (D )]4 1
a3 [(log D)]3 1 · · · 1 a0

a4 5 0.4224406
a3 5 2.4431637
a2 5 5.3237574

a1 5 7.0921296
a0 5 7.0314812

G(D) 5 (b4D4 1 b3D3 1 · · · 1 b0 log (W/WREF)
b4 5 27.2291528 3 1029

b3 5 1.185372 3 1026

b2 5 2.389730 3 1025

b1 5 20.014768
b0 5 2.057122

(12) Nref 5 1000 L21

a 5 8401981.1
b 5 260.697

(16) a6 5 20.368703
a5 5 0.120703
a4 5 0.005990
a3 5 0.000265

a2 5 23.273465 3 1026

a1 5 1.667883 3 1028

a0 5 3.097547 3 10211
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