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Abstract TheWeather Research and Forecasting (WRF) model is used to simulate a persistent cold air pool
(CAP) episode observed in December 2010 during the Persistent Cold Air Pool Study (PCAPS) field campaign
in Salt Lake Valley, Utah. The availability of intensive observations from PCAPS, especially the added vertical
profiles, allows for an in-depth analysis of CAP structure and evolution and model evaluation beyond what
was done in similar work before. Comparisons of the WRF simulation with surface observations and upper air
soundings indicate that WRF is capable of simulating the observed spatial and temporal variation of the
valley atmosphere during the CAP episode. The model also successfully captures the formation and removal
of the persistent temperature inversion. Process analysis helps quantify the contribution of various physical
processes to the buildup and breakup of the inversion. The inversion developed due primarily to a rapid
warming above the valley by synoptic subsidence and warm advection and to strong radiative cooling within
the valley under clear sky conditions. The inversion was lifted when strong southerly winds entered the valley
from the gap mixing out the cold air in the valley. Synoptic-scale cold advection above the valley contributed
to the inversion removal by weakening the inversion from aloft. Sensitivity experiments suggested that the
WRF simulation of the CAP episode is more sensitive to large-scale initialization fields with North American
Mesoscale Model outperforming North American Regional Reanalysis and National Centers for Environmental
Prediction (NCEP) Eta analysis than to the choice of boundary layer parameterizations and land surface models.

1. Introduction

A cold air pool (CAP) is a topographically confined, stagnant layer of air that is colder than the air above
[Whiteman et al., 2001]. A CAP can fall into one of the two categories: diurnal CAPs that develop at night and
break up the next morning, and persistent CAPs that last longer than a diurnal cycle. While diurnal CAPs are
observed year round, the persistent CAPs occur primarily in the winter season. Because persistent CAPs tend
to trap air in topographically confined regions for periods spanning from days to weeks, they are often
associated with degraded air quality, visibility, and deteriorated transport conditions that are difficult to
forecast in populated valleys and basins [Hill, 1993; Pataki et al., 2005; Silcox et al., 2012; Smith et al., 1997;
Struthwolf, 2005].

CAPs have been observed in basins and valleys and other types of terrain depressions in countries with large
alpine regions, including Japan [Kondo et al., 1989; Kudoh et al., 1982; Magono et al., 1982; Nakamura and
Magono, 1982], Slovenia and Croatia [Petkovsek, 1978, 1980, 1992; Vrhovec, 1991], Austria [Eisenbach et al.,
2003; Steinacker et al., 2007; Whiteman et al., 2004a, 2004b, 2004c], New Zealand [Kossmann et al., 2002;
Sturman et al., 2003a, 2003b], Canada [Sakiyama, 1990], and the United States [Allwine et al., 1992; Banta,
1984; Clements et al., 2003; Reeves and Stensrud, 2009;Whiteman et al., 1999, 2008;Wolyn and Mckee, 1989; Yao
and Zhong, 2009]. Because of the difficulty in making long-term field observations in harsh wintertime con-
dition in mountainous terrain, the majority of the observational studies have focused on the characteristics of
the diurnal CAPs and the processes leading to their formation and removal. A limited number of studies have
investigated persistent CAP properties and processes involved in their formation and destruction by using
either twice daily standard sounding data or data collected during multiday field experiments.

In addition to the observational challenges, CAPs also pose significant challenges to numerical models because
of their association with complex topography and statically stable atmospheric conditions. Most numerical
studies on CAPs [Anquetin et al., 1998; Bader and McKee, 1983, 1985; Rakovec et al., 2002; Vrhovec, 1991; Vrhovec
and Hrabar, 1996; Zängl, 2003, 2005a, 2005b, 2005c] have employed idealized topography and/or physical
configurations. Only a few studies [Billings et al., 2006; Smith et al., 2010;Wei et al., 2013; Zhong et al., 2001] have
attempted to simulate real-world CAP episodes using realistic terrain and atmospheric conditions.
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Recently, an intensive field campaign called the Persistent Cold Air Pool Study (PCAPS) was conducted between
1 December 2010 and 7 February 2011 in Utah’s Salt Lake Valley [Lareau et al., 2013]. The nearly 2month long
midwinter field campaign captured 10 persistent CAP episodes with an extensive suite of spatiotemporal
observations, thus providing an unprecedented opportunity to better understand the processes involved in
persistent CAP formation and breakup. In the current study, theWeather Research and ForecastingModel (WRF)
[Skamarock et al., 2005] is used to simulate one of the persistent CAP episodes observed during PCAPS. The
objectives of the study are twofold: to evaluate the skill of the WRF model in simulating the observed structure
and evolution of a persistent CAP and determine an optimal set of model configuration and physical parame-
terizations and to better understand the physical mechanisms behind CAP development and removal. A recent
study [Wei et al., 2013] also used the WRF model to simulate a persistent CAP episode in the Salt Lake City, but
the data used to validate the simulation was limited to routine observations. The twice daily rawinsonde
soundings from the Salt Lake City, which was the only upper air data used in the study, lack the temporal
resolution to depict the details in the boundary layer evolution. In addition, the WRF simulation used relatively
coarse horizontal resolution (1.3 km) that does not resolve well the canyons and tributaries in the mountain
ranges bordering the valley. The current study attempts to overcome these shortcomings. The rest of the paper
is constructed as follows: the persistent CAP episode observed during PCAPS is presented in section 2, the
model configuration is described in section 3, results and discussion are presented in section 4, and the paper is
concluded in section 5.

2. Description of the Site, Data, and Case

The area of interest in this study is Utah’s Salt Lake Valley. The Salt Lake Valley lies in north central Utah on the
eastern edge of the Great Basin with an average elevation of 1320m above mean sea level (msl). The valley is
surrounded by steep mountains in all directions except the northwest: Oquirrh Mountains (rise approximately
to about 3000msl) to the west, Wasatch Range (rises to about 3500msl) to the east, and the lower Traverse
Range to the south, with a gap in the Traverse Range known as the Jordan Narrows connecting the Salt Lake
Valley with the Utah valley to the south. The floor of the Salt Lake Valley slopes slightly downward from south
(~1392msl) to north (~1282msl) with the Great Salt Lake at the lowest elevation in the northwest portion of the
valley (Figure 1).
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Figure 1. The WRFmodel domain setup, topography of the innermost domain, and the observational sites used in the study. The lines AA’ and BB’ are the horizontal
positions of along-valley and cross-valley vertical cross sections discussed in the text.
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During the PCAPS field campaign, hourly surface meteorological data were obtained from more than 100
observing sites scattered across the valley and the surrounding mountains representing varying topography
and land use. The sites were composed of preexisting stations in the MesoWest network [Horel et al., 2002]
and seven additional PCAPS sites that were equipped with National Center for Atmospheric Research’s
(NCAR) Integrated Surface Flux Station. The latter providedmeasurements of radiation and turbulence as well
as soil heat and moisture fluxes in addition to standard surface weather variables. Above the surface, the
observational data included half-hourly wind and virtual temperature profiles from a 915MHz radar wind
profiler and radio acoustic sounding system (RASS) as part of NCAR’s Integrated Sounding System (ISS) lo-
cated on the valley floor near the center of the valley. Also, rawinsondes were launched at 3-hourly intervals
from ISS during periods of rapid transition and twice daily at 00Z (17 MST) and 12Z (0500 MST) from the Salt
Lake City International Airport (KSLC). The type of sites and their locations are shown in Figure 1. More de-
tailed description about the PCAPS campaign, the instruments used, and the observational data can be found
in Lareau et al. [2013].

The period of this study spans from 12 to 15 December 2012, which encompassed the third Intensive
Observation Period (IOP3) of the PCAPS field campaign. During this period, there was no evidence of
widespread snow cover on the ground, which was different from the CAP episode inWei et al.’s [2013] study.
Because of the high salinity, there is never permanent ice pack over most of Great Salt Lake except for
occasional ice cover in the Farmington Bay and areas surrounding it. The lake temperature during the study
period was a few degrees above freezing, and no ice was present over any part of the Great Salt Lake.

The synoptic conditions during the study period are depicted in Figure 2 with 700 hPa geopotential height
fields and wind vectors from the North American Mesoscale Model (NAM) analyses; the 700 hPa level is near
the ridge top level of the Salt Lake Valley. On 11 December, the day before IOP3 officially started, a high re-
sided to the west of the Pacific coast and a cutoff low was present over the upper Great Plains, contributing to
moderate northwesterly winds in the Intermountain West (Figure 2a). The northwesterly flow transported
colder air from higher latitudes into the Intermountain West which formed the basis for the development of
the persistent CAP. On the following day, the high and the associated ridge moved slowly eastward while
expanding in size to cover most of the western U.S. (Figures 2b–2d). Associated with the inland movement of
the ridge was a rapid warming over the Intermountain West as warm air was advected from the south-
southwest into the region and synoptic subsidence strengthened (Figures 2c and 2d). As the ridge moved
farther inland, its strength weakened while a shortwave trough began to develop off the coast of the Pacific
Northwest (Figures 2e and 2f). On 14 December, the ridge was further flattened by the trough, with generally
zonal flow present over the region. Finally, the trough deepened on 15 December, bringing cold air advection
aloft to the region. The synoptic setting in this case is similar to the synoptic conditions in the conceptual
model for valley CAPs developed by Reeves and Stensrud [2009], based on climatological analyses of valley
CAPs during a 3 year period.

The PCAPS surface and upper air observations depict the development of this CAP event (not shown), but
despite its advantages over routine observational networks (e.g., temporal frequency), the PCAPS obser-
vations are still insufficient to fully understand the three-dimensional structure of the CAP and the relative
role of local and synoptic-scale forcing in the formation and breakup of this episode. Thus, high-resolution
numerical simulations are performed to help facilitate understanding. Furthermore, the simulations
allow for an assessment of the skill of the model in forecasting the formation, duration, and breakup of
persistent CAPs.

3. Description of the Model and Numerical Experiments
3.1. Model and Grid Configuration

The WRF model version 3.0 was employed for the numerical simulations. As described in section 2, the Salt
Lake Valley is surrounded by mountains with steep slopes and narrow canyons and mountain gaps. To
resolve the highly variable topography, the WRF model is configured with four one-way nested grids with
grid spacing decreasing from 13.5 km in the outermost grid, to 1.5 and 4.5 km in the two intermediate grids,
and finally to 500m in the innermost grid. The location of each grid is shown in Figure 1 along with the model
topography in the innermost grid. All domains utilized 45 vertical levels stretched from the surface to 50 hPa.
Damping was employed at the model top to prevent wave reflection from the upper boundary.
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Figure 2. The 0000UTC and 1200 UTCNAManalyses of the 700hPa geopotential height, potential temperature, andwind vector
for the simulation period from 11 December through 15 December. The state of Utah is distinguished by shade of yellow.
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3.2. Numerical Experiment

As a community model for multiscale applications, the WRF model offers a range of user-determined options
that deals with many aspects of the model from large-scale data sets for driving regional simulations and
land-surface models, to physical parameterization schemes and numerical schemes. While the primary
purpose of the current study is to help depict the three-dimensional structure and evolution of the persistent
CAPs and provide better understanding of the forcing, a secondary objective is to take advantage of enhanced
observations from PCAPS to assess the skill of WRF in forecasting CAPs and identify an optimal set of model
parameters to achieve the best forecast. For this purpose, a series of seven simulations were carried out with
varying combinations of planetary boundary layer (PBL) parameterization schemes (Mellor-Yamada-Janjic (MYJ)
and the Yonsei University (YSU)), land surface models (LSM) (Noah LSM (Noah) and Rapid Update Cycle (RUC))
and large-scale data sets (the North American Mesoscale Model (NAM), North American Regional Reanalysis
(NARR), and the NCEP ETA model) for model initialization/lateral boundary conditions. Table 1 briefs the major
differences among the schemes and the data sets used in the simulations. The physical packages differ in
assumptions in each scheme. Compared to the MYJ PBL scheme, the YSU scheme permits mixing beyond
adjacent levels by introducing a nonlocal term. The RUC LSM has higher vertical resolution and thinner top
layers in soil models and a more complex snow scheme than what are in the Noah LSM. The three large-scale
data sets used for initialization and boundary condition differ in a number of aspects including the model, the
observational data assimilated, and the temporal and spatial resolution. For detailed descriptions of these
schemes and data sets, refer to the citations in Table 1.

All simulations were initialized at 1200 UTC 11 December and run through 0000 UTC 15 December.

4. Results and Discussions

We will first focus our discussions on one of the seven simulations listed in Table 1: NAM-MYJ-RUC. The sensi-
tivity of the results to model parameterizations and initializations will be discussed at the end of this section. All
discussions refer to results from the finest resolution (500m) grid over the 3day period from 0000 UTC 12
December through 0000 UTC 15 December excluding the first 12h after the initialization to allow sufficient time
for model spin-up. To aid the discussion, mountain standard time (MST) is 7 h behind UTC and sunrise is around
0740 MST (1440 UTC) while sunset is around 1700 MST (0000 UTC).

4.1. Model Validation

The model results are first compared to the PCAPS observations during this CAP episode in order to assess
how well the WRF model captures the observed spatial and temporal variation of the near-surface meteo-
rological fields as well as the boundary layer structure and evolution.

The simulated and observed near-surface temperature distributions across the Salt Lake Valley and the sur-
rounding mountain ranges and their time evolution are shown in Figure 3. Several features emerge from the
observations. First, a comparison of nighttime (Figures 3a, 3b, 3e, 3f, 3i, and 3j) with daytime (Figures 3c, 3d,
3g, 3h, 3k, and 3l) patterns reveals diurnal variations in the surface air temperature with larger amplitude
inside the valley compared to the surrounding high terrain. Second, a comparison of day-to-day variations
suggests a gradual warming trend through the CAP episode, with colder temperatures early in the period and
much warmer temperatures toward the end of the episode, which is consistent with the synoptic analyses
discussed earlier (Figure 2). Note that the model reproduces the observed diurnal cycle and the general
warming trend through the period. However, the increase in morning temperature appears to be weaker in

Table 1. Summary of Physics Options and Large-Scale Data Sets Used in the Sensitivity Study

Initialization Boundary Layer Schemes Land Surface Model

North American Mesoscale (NAM) model (12 km
resolution at 6 h intervals)

Mellor-Yamada-Janjic (MYJ) [Janjic,
1990, 1994, 2001;Mellor and Yamada,

1982]; local closure scheme

Rapid Update Cycle (RUC) [Smirnova et al., 2000]; layer approach
to energy and moisture budget; six levels in the soil at 0, 5, 20,

40, 160, and 300 cm; multilayer snow model
NARR (32 km resolution at 3 h intervals) Yonsei University (YSU) [Hong et al.,

2006]; nonlocal scheme
Noah [Chen and Dudhia, 2001], four soil layers of 10, 30, 60, and
100cm thickness; one snow layer with fractional snow coverage

ETA (40 km resolution at 6 h intervals)

NAM-, NARR-, ETA- MYJ, YSU -RUC, -Noah
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the model results, leading to an underestimation around noon (Figures 3c, 3g, and 3k). However, the simu-
lation appears to catch up with the observations in the afternoon hours, as reflected by the somewhat better
agreement in the late afternoon (Figures 3d, 3h, and 3l). The nighttime cooling is underestimated by the
model, a feature that has also been reported from simulations of persistent valley CAPs in the Bonneville
Basin using the NAM model [Reeves et al., 2011]. The simulation captures the observed spatial pattern which
appears to be a function of elevation and the distance from the Great Salt Lake.

The surface winds in the valley also varied considerably through the period (Figure 4). Early on (Figures 4a–4e,
0600 UTC December 1200–0600 UTC December 13), southerly winds prevailed in the valley except for the
areas near the foothills of the Wasatch Front where winds were weak and variable. The weak winds extended
to the rest of the valley during the middle period (Figures 4f–4j, 1200 UTC December 13–1200 UTC December

 Sunrise 0743 MST   

1100 MST 1700 MST

(f) 1200 UTC 13 Dec 2010 (h) 0000 UTC 14 Dec 2010(e) 0600 UTC 13 Dec 2010 (g) 1800 UTC 13 Dec 2010

(a) 0600 UTC 12 Dec 2010 2300 MST (b) 1200 UTC 12 Dec 2010 (c) 1800 UTC 12 Dec 2010 (d) 0000 UTC 13 Dec 2010 0500 MST

 Sunset 1700 MST   

(i) 0600 UTC 14 Dec 2010 (j) 1200 UTC 14 Dec 2010 (k) 1800 UTC 14 Dec 2010 (l) 0000 UTC 15 Dec 2010

Figure 3. Simulated (shading) and observed (circle) 2m temperature for (a, b, e, f, i, and j) nighttime and (c, d, g, h, k, and l) daytime in the innermost model domain
over the Salt Lake Valley. The contours are terrain height (200m interval).
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14) with the southerly winds retreating to the Oquirrh Mountains and Jordan Narrow. The near-calm condi-
tion in the valley allowed for the development of a lake breeze from the Great Salt Lake in the afternoon of 13
December (Figure 4g and 4h). A lake breeze is uncommon on a midwinter day, which will be discussed in
more detail in the next section. Near the end of the period (Figure 4k and 4l, 1800 UTC 14 December to 0000 UTC
15 December), southerly winds once again became strong and propagated from the south-southwest across
the valley to reach the Great Salt Lake in the northern end of the valley.

The southerly winds simulated by WRF in Figure 4 are stronger than the observed winds at some sites in the
early stage of the CAP event, and they also occupy a larger area near the Oquirrh Mountains. However, the
quiescent period is captured by the model as well as the lake breeze during the afternoon of 13 December. At
the end of the simulation, the simulated southerly wind intrusion is stronger and occurred earlier than was
observed, which is also reflected in the comparison of the simulated and observed temperature fields (Figure 3).

5 m/s

 Sunrise 0743 MST   

1100 MST 1700 MST

(f) 1200 UTC 13 Dec 2010 (h) 0000 UTC 14 Dec 2010(e) 0600 UTC 13 Dec 2010 (g) 1800 UTC 13 Dec 2010

(a) 0600 UTC 12 Dec 2010 2300 MST (b) 1200 UTC 12 Dec 2010 (c) 1800 UTC 12 Dec 2010 (d) 0000 UTC 13 Dec 2010 0500 MST

 Sunset 1700 MST   

(i) 0600 UTC 14 Dec 2010 (j) 1200 UTC 14 Dec 2010 (k) 1800 UTC 14 Dec 2010 (l) 0000 UTC 15 Dec 2010

Figure 4. The same as Figure 3 but for simulated (red) and observed (black) surface wind vectors.
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A comparison of simulated and observed boundary layer structure and evolution reveals the degree to which the
model is capable of capturing the formation and removal of the temperature inversion in the valley. Figures 5 and
6 show simulated and observed time-height cross sections of potential temperature and wind vectors at the ISS
site near the center of the valley (Figure 1). The observed temperature and winds were obtained from a 915MHz
radar wind profiler/RASS and the model output was extracted from the grid point nearest to the ISS site. The
radar wind profiler provided wind from approximately 200m to 3000m above ground level (agl) while the RASS
provided virtual temperature profiles from approximately 100 to 1000m agl. In order to compare modeled and
observed temperature structure over the depth of the valley boundary layer, the rawinsonde temperature data
have been used to extend the vertical coverage of RASS from 1km to 4 km.

During the first day of the simulation period (0000 UTC 12 December to 0000 UTC 13 December), a rapid
warming occurs above the valley with potential temperature increasing by 8–10 K in 24 h. Accompanying
this warming is a rapid descent of a subsidence inversion from about 4 kmmsl to the top of the valley
(~3000–3500mmsl). In the period that follows (0600 UTC 13 December to 1800 UTC 14 December), the
subsidence inversion slowly descends into the upper part of the valley and remains there through the rest
of the period, while the rapid warming in the upper part of the valley and above the valley is replaced by
a wavy potential temperature pattern. Finally, beginning around 1800 UTC 14 December, the air in the
upper part of the valley and above experiences a rapid cooling that ends with the lifting of the subsidence
inversion around 0000 UTC 15 December. Inside the valley, a deep layer of cold air is present at the beginning
of the period; however, later in the period the cold air is limited to the lowest 200–300m above the valley floor.
A weak diurnal cycle is evident within the lowest 200m agl with a surface-based inversion at night which is
replaced by a near-neutral atmosphere during the day. Above the layer of the diurnal cycle, the valley atmo-
sphere remains near neutral to slightly stable. Beginning at 1800 UTC 14 December, a warming phase occurs in
the lower valley and midvalley atmosphere.
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Figure 5. Time-height cross section of the (top) observed and (bottom) simulated potential temperatures at the ISS site from
0000 UTC 12 December through 0000 UTC December 15.
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Although there is a relatively well-defined end to the persistent inversion and CAP episode around 0000 UTC
15 December as the inversion is lifted up and the valley is mixed out, identification of the beginning of this
episode, however, is less certain. Whereas definitions of a CAP have been put forward by different investi-
gators [e.g., Petkovsek, 1992; Whiteman et al., 2001; Reeves and Stensrud, 2009], there is no official definition of
what exactly constitutes a CAP in the literature. Here we define the beginning of this particular CAP episode as
1200 UTC 12 December, when the inversion reaches the top of the Wasatch Mountain (~3500mmsl). This time
coincides with the start time of IOP3 [Lareau et al., 2013] although the latter has more to do with the com-
mencement of enhanced operations (e.g., more frequent rawinsondes launches) and is not tied to any physical
definition of CAPs.

A careful comparison of the simulated and observed vertical potential temperature structure and evolution
(Figure 5) shows that the model successfully captures the strengthening and descending of the subsidence
inversion above the valley during the initial phase and the lifting of the inversion at the end. The model also
simulates the observed diurnal cycle in the lowest 200m above valley floor and the temperature variation and
stratification in the bulk of the valley atmosphere. The nocturnal cooling is underestimated in the simulation,
and the warming of the lower valley near the end of the period is also somewhat weaker compared to the
observations. Overall, the simulated CAP evolution is in good agreement with the observations.

The observed wind vectors (Figure 6 (top)) reveal complex structures in the valley boundary layer. The prevailing
winds in the valley were generally southerly in the lowest 1000m above valley floor. The strength of the
southerly flow exhibited a diurnal oscillation, stronger at night and weaker during the day, due possibly to the
superposition of the thermally driven valley flow that is southerly (down valley) at night and northerly (up valley)
during the day. Despite the diurnal variation, the southerly winds in the lower part of the valley were weak with
speeds less than 5ms�1 until the late morning of 14 December when strong southerly winds of 8m s�1 or
stronger occupied the depth of the valley. In the upper part of the valley and the layer above the valley, the
winds were northwesterly on the first day of the simulation (0000 UTC 12 December to 0000 UTC 13 December),
becoming westerly on the following day, and finally switching to west southwesterly on the last day.
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Figure 6. The same as Figure 5 but for (top) observed and (bottom) simulated hourly horizontal wind vectors.
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The model captures the transition of wind speed and direction fromwithin the valley to above the valley. The
simulated direction changes with height and time are in very good agreement with the observed changes,
but the simulated wind speeds are slightly stronger within the valley than what was observed.

Overall, themodel appears to capture the observed CAP evolution and boundary layer structure reasonably well.
With confidence in the model results, we now proceed to a more detailed examination of the CAP structure and
the physical processes involved in the buildup and breakup of the CAP using the results from the simulation.

4.2. CAP Structure and Evolution

To aid the discussion, the entire CAP episode is divided subjectively into three stages: the buildup stage
(0000 UTC 12 December to 0000 UTC 13 December) when the subsidence inversion descends rapidly to the top

a

b

Figure 7. Cross section along (a) AA’ and (b) BB’ of modeled potential temperature (contours of every 1 K) and wind vectors projected on the cross-sectional plane
during the buildup state of the cold air pool.
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of the valley and into the upper part of the valley, themaintenance stage (0000 UTC 13 December to 1800 UTC 14
December) when the height of the inversion and the temperature and wind in the valley boundary layer do not
experience significant change, and the breakup stage (1800 UTC 14 December to 0000 UTC 15 December) when
the inversion is lifted and the boundary layer is mixed out. The spatial and temporal variation of the boundary
layer structure during the various stages of the CAP episode are revealed by the simulated potential temperatures
andwind vectors displayed in cross sections-oriented cross valley (BB’ in Figure 1) and along valley (AA’ in Figure 1).

During the early stage of the CAP buildup, the along-valley cross section (Figure 7a) reveals a valley boundary
layer that is moderately stratified. Strong north-northwesterly winds aloft are decoupled from the south-
southeasterly flows in the valley by a layer of light wind at the height about the mean elevation of the sur-
roundingmountains (Figure 7a). The winds aloft ahead of a synoptic-scale ridge to the west of the region (see
Figures 2b–2d) bring warm air to the region from the northwest, which together with synoptic subsidence,
leads to rapid warming as evidenced by the increase of the potential temperature above the valley. Potential
temperatures inside the valley also increase with time, and as warm air aloft descends into the valley, the
valley atmosphere becomes more stratified. The warming aloft and the increased stratification in the valley
boundary layer can also be seen on the cross-valley vertical cross section (Figure 7b). In addition, the cross-
valley vertical cross section shows the development of drainage flows in the evening and throughout the
night that produces cold air accumulation at the foothills of the Wasatch Range on the east side of the valley.

During the maintenance phase on 13 December (Figure 8), the valley atmosphere is several degrees warmer
and the inversion is stronger compared to the previous day. Daytime heating of the valley floor increases the
near-surface temperature, producing a shallowmixed layer around 100m deep in early afternoon (2000 UTC,
1300 MST), becoming slightly deeper later (2200 UTC, 1500 MST).

One interesting feature that occurs during the CAP maintenance phase is the development of a lake breeze
on the afternoon of 13 December. The Great Salt Lake serves as a reservoir of cold and damp air and, as
shown earlier, the surface inversion develops over the lake surface sooner than in other areas of the valley.
The temperature difference between the air above the lake surface and the valley increases significantly
during daytime, which together with weak winds and shallow convective boundary layer in the valley, leads
to the development of a lake breeze on the afternoon of 13 December. The lake breeze, which begins in the
simulation around 1800 UTC and ends at 0200 UTC, travels up valley from northwest to southeast at an average
speed of ~2ms�1. The lake breeze and the associated moisture and temperature transport can be seen in
Figure 9, which shows an along-valley vertical cross section (through AA’) of potential temperature, water vapor,

Figure 8. Cross section along BB’ of modeled potential temperature (contours of every 1K) and wind vectors projected on the cross-sectional plane during themaintenance
stage of the cold air pool.

Journal of Geophysical Research: Atmospheres 10.1002/2013JD020410

LU AND ZHONG ©2014. American Geophysical Union. All Rights Reserved. 1743



and wind vector during the lake breeze event on the afternoon of 13 December. On this day, the valley at-
mosphere is characterized by stratified conditions with moderate southerly winds in the valley and near-calm
conditions above the valley. Near the surface and underneath the layer of southerly flow is a shallow layer of
north-northwesterly flow originating from the lake in the northwest and progressing southward in the valley.
The lake breeze layer is marked by higher humidity and lower temperature in a shallowmixed layer underneath
a stable boundary layer. After the passage of the lake breeze front, the temperature gradient between the
northwest and the southeast is weakened significantly. The depth of the lake breeze is 200–300m.

Zumpfe and Horel [2007] studied a lake breeze along the Great Salt Lake in mid-October. The lake breeze in
their study was twice as strong and deep compared to the midwinter lake breeze observed during IOP3. In
addition, the lake breeze front, as defined by strong updraft and sharp temperature and moisture gradient,
was also more pronounced in the autumn case compared to the winter case. Although both cases had weak
synoptic forcing, the autumn case had a much deeper convective boundary layer (1 km) and stronger
turbulent mixing [Cox, 2006] as well as larger temperature contrast, which may explain the differences in the
strength and depth between the autumn and midwinter lake breeze.

The breakup phase of this CAP episode is initiated by the intrusion of a strong southerly flow that is
channeled and accelerated through the Jordan Narrow (Figure 10). The southerly flow occupies the lowest
1000m of the valley with weak synoptic scale winds aloft. With the penetration of this southerly flow, warm
air replaces the cold air in the valley, mixing out the inversion. This process begins in the southern end of the
valley and progresses northward, gradually at first, but with increasing speed thereafter. Between 1200 and
1600 UTC on 14 December, the leading edge of the warm air moves from the Traverse Range to midvalley. In
the next 4 h between 1600 and 2000 UTC, the leading edge of the warm air advances to the northern end of
the valley, assisted in part by surface heating. Meanwhile, strong cooling occurs in both the upper part of the
valley atmosphere and the overlying atmosphere, which helps to significantly weaken the inversion aloft and
eventually lift up the inversion by the end of the period.

4.3. Process Analyses

The results above indicate that the breakup of the CAP can be attributed to the combined effects of synoptic
forcing and surface heating. To isolate the relative contribution of solar insolation to the final breakup of this
persistent CAP, we present the results of a quasi-idealized experiment inwhich the shortwave radiation is turned
off on themorning of 14 Dec. such that the impact of solar radiation and thus surface heating from sensible heat

Figure 9. Cross-section along AA’ of modeled potential temperature (contours of every 1 K), mixing ratio (shaded), and wind vectors projected on the cross-sectional
plane showing the development of a lake breeze.
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flux on CAP breakup is eliminated. The results are shown in Figure 11 for the breakup period. A careful
comparison of Figure 11 with Figure 10 reveals several features. The placement of the contours with potential
temperature greater than or equal to 300 K is similar in both cases, indicating that the southerly flow and as-
sociated warm advection, with cooling above, is sufficient to erode the inversion in themiddle and upper valley
in the absence of ground heating by solar insolation. However, the lack of surface heating allows for a stronger
inversion to develop within the lowest 200m above the valley floor, especially in the northern part of the valley.
It should be noted that sensitivity tests without radiation typically involve simultaneously turning off both solar
and terrestrial radiation in order to achieve zero net radiation. When turning off solar radiation only while
retaining longwave cooling, as has been done here, the impact of radiation may be overstated.

The above experiment helps to clarify the role of radiation in destroying the wintertime CAP: surface heat flux
associated with low-angle radiation is only sufficient for the removal of the near-surface inversion.
Wintertime CAPs which are marked by deep inversions are more susceptible to synoptic-scale or regional
processes than to local surface processes such as diurnal heating and cooling. This finding agrees with the
observational study by Savoie and McKee [1995].

To further understand the relative role of synoptic versus surface processes in the evolution of this CAP, process
analysis is performed in which the individual factors contributing to the temperature change are estimated and
intercompared. According to the thermodynamic energy equation, the change of potential temperature is a

Figure 11. Cross section along AA’ of modeled potential temperature (contours of every 1K) andwind vectors projected on the cross-sectional plane from the sensitivity
experiment with shortwave radiation turned off.

Figure 10. Cross section along AA’ of modeled potential temperature (contours of every 1K) and wind vectors projected on the cross-sectional plane during the breakup
stage of the cold air pool.
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result of advection, turbulent diffusion, and
diabatic source/sink. The diabatic heating or
cooling is associated with clouds and the
radiative flux convergence or divergence.
Figure 12 shows the various terms in the
thermodynamic equation at the grid point
closest to the ISS site near the valley center
(Figure 1), averaged separately over two
layers: lower (from valley floor to 2000m
msl) and upper (~3000–4000mmsl).

The contributions of various terms to the
evolution of potential temperature are quite
different in the lower and upper layers. In the
upper layer, the change of potential tem-
perature is mainly caused by advection,
which is relatively large and positive at the
beginning, small and variable during the
middle period, and relatively large and neg-
ative near the end of the episode. The tem-
perature tendency due to radiative flux
convergence/divergence is negative
throughout the period, while the tendency
associated with turbulent diffusion, as
expected, is near zero throughout. The vari-
ation in the diabatic source/sink associated
with cloud microphysics appears to corre-
spond to the presence of lower level clouds
at the beginning of the period and high
clouds near the end inferred from the model
results. There is more variation of the terms
in the lower layer throughout the period. The
tendency due to radiative flux convergence/
divergence is always negative and is larger
and more variable compared to the layer

aloft. The contribution from the turbulent diffusion term is comparable inmagnitude to the advection term and
exhibits a diurnal oscillation: small and slightly negative at night and larger and positive in the day. The ten-
dency due to advection is quite variable with values mostly positive.

During the initial phase of CAP buildup (0000 UTC 12 December to 0000 UTC 13 December), the upper layer
experiences significant warming which is due entirely to the advection term (including both horizontal
advection and subsidence). Warming also occurs in the lower layer due to advection as well as turbulent
diffusion. During the maintenance phase (0000 UTC 13 December through 1200 UTC 14 December), tem-
perature in the upper layer is relatively steady with weak cooling due to advection and radiative flux diver-
gence. In contrast, temperature in the lower levels experiences relatively large change in response to the
varying advection and turbulence diffusion. It is worth noting that during the daytime on 13 December,
evidence of the lake breeze is found in the negative sign of the advection term. Finally, during the breakup
phase, there is a small cooling aloft which helps to weaken the stability. What happens in the lower layer
during the breakup stage is worthy of additional discussion. During the breakup phase, the advection is very
large and positive while turbulent diffusion is large and negative. The warming due to advection associated
with the intrusion of the southerly flow overpowers the cooling from downward turbulent flux, leading to a
net warming of the lower layer.

The above analyses indicate that the rapid warming of the atmosphere above the valley associated with the
synoptic-scale warm advection and subsidence plays a major role in the formation of this persistent CAP,
while a combination of cold advection above the valley and the warming of valley air associated with the
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Figure 12. Modeled hourly values of the terms in the thermodynamic
equation averaged for the lower (from valley floor to 2000mmsl) and
upper layers (3000–4000msl) at a grid point closest to the ISS site from
0000 UTC 12 December through 0000 UTC 15 December.
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strong southerly flow intrusion contributes to the removal of the inversion and breakup of the CAP. The
surface heating during the day weakens the inversion from below, but its effect alone is insufficient to
eliminate the persistent temperature inversion. The lake breeze that develops in the afternoon on 13
December also helps recharge the CAP. This analysis highlights the importance of accurate forecasts of large-
scale advection for predicting the buildup and breakup of persistent CAPs in the winter season.

4.4. Sensitivity Study

In this section, results from the seven simulations (Table 1) with different combinations of PBL schemes, LSMs,
and large-scale fields are compared with each other and with the observations both at the surface and aloft.

The observational sites are grouped into valley and nonvalley categories according to their locations (see
Figure 1). For each category, the bias, correlation coefficients (R), and root-mean-square error (RMSE) between
the observed and simulated hourly values are computed to quantify the differences between the simulations
and the comparison statistics are shown in Table 1. For temperature, the NAM runs show the smallest bias
and smallest RMSE, indicating significantly improved performance when the higher-resolution NAM data set
is used to initialize the model and provide boundary conditions, compared to NARR or ETA. Except for
NAM-MYJ-RUC, the temperature biases are all negative and range from �3.84 to �0.86°C, which is compa-
rable to what was reported in a case study of a wintertime inversion in interior Alaska, where the near-surface
temperatures varied about 4°C depending on the physical parameterization packages used [Mölders and
Kramm, 2010]. In this study, the difference between valley and nonvalley sites is insignificant. Compared to
temperature, R for mixing ratio is lower and only NAM-MYJ-RUC scores over 0.6 while the others score from
0.31 to 0.54. The sign of humidity bias varies among the simulations. The wind speed is overestimated by all
simulations, with larger bias associated with the use of the YSU scheme compared to the MYJ scheme in the
NARR/ETA group. There is a significant difference between the valley and nonvalley groups for wind speed
with considerably higher R for the valley sites than the nonvalley sites. This may be due to the fact that the
nonvalley group is comprised of sites of inhomogeneous surfaces and complex terrain, which are not re-
solved well by the WRF model even at the 500m grid spacing used in the simulation.

To compare the simulated vertical structure from different combinations, the mean 0000 UTC and 1200 UTC
vertical profiles of potential temperature, mixing ratio, and wind speed from each of the seven simulations,
averaged over the entire study period, are compared with the time-averaged soundings over the same pe-
riod from KSLC, with the results shown in Figure 13. All the simulations overestimate the temperature above
the valley, and the bias is larger (~2°C) at 1200 UTC than at 0000 UTC. Inside the valley, the NAM runs (blue
lines) outperform the NARR (black lines) runs and the ETA (green line) simulation. The NARR and ETA runs
significantly underpredict valley temperature with a cold bias as large as 3 K. The NAM runs also appear to
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better simulate the observed vertical structure of moisture and wind speed compared to the NARR/ETA runs.
An interesting feature of the rawinsonde wind profiles is a low-level jet (LLJ) with a maximum wind speed at
7–8m s�1 occurring around 1800mmsl (about 400m agl). There is a diurnal variation of the LLJ character-
istics with a sharper jet nose and slightly stronger maximum speed at 1200 UTC compared to 0000 UTC,
which is consistent with the diurnal variation of surface stratification and mixing. As shown by the wind
profiler observations (Figure 6), LLJ is associated with relatively strong low-level southerly flows driven by
regional pressure gradients. Although a drainage flowmay also contribute to the formation of a LLJ when it is
elevated by a deep inversion [Renfrew, 2004; Vihma et al., 2011], its contribution to the LLJ here is believed to
be small. All the simulations capture the presence of the LLJ, but the simulated jet height and speed vary
considerably among the runs with no clear winner. Comparing the MYJ (black dot-dash-dot line) and YSU
(gray line) PBL schemes when the same large-scale forcing (NARR) and the same LSM (RUC) are applied, the
MYJ scheme tends to produce stronger moisture gradients in the lower boundary layer and thus smaller
biases near the surface at 0000 UTC. This may be attributed to weaker vertical mixing strength in the MYJ
scheme. These results are consistent with previous studies, where local PBL schemes tend to generate a more
realistic stable boundary layer than nonlocal schemes [Hu et al., 2010].

The performance skill scores (Figure 14) indicate that NAM-MYJ-RUC yields better results for temperature and
mixing ratio while the ETA run scores the lowest. For wind speed, NARR-MYJ-Noah scores the highest in the
lower boundary layer and NAM-YSU-RUC performs better in the upper atmosphere.

The influence of the large-scale forcing is further examined by comparing the profiles of potential temperature,
specific humidity, and wind speed from the three large-scale model (NAM, ETA, and NARR) analyses utilized in
this study to initialize WRF with soundings from KSLC at the time of model initialization (not shown). Although
all threemodel analyses reproduce the observed vertical structure of the atmosphere reasonably well, the NAM
analysis appear to give the best agreement while NARR contains slightly larger error. The NARR initial stratifi-
cation ismore stable thanwhat is observedwith colder potential temperatures in the lower tomiddle valley and
warmer potential temperatures in the upper valley and above the valley. NARR also significantly overestimates
the initial wind speed in the valley and completely fails to describe the observed direction shift from southeast
in the lower and middle parts of the valley atmosphere, to northwest in the upper valley and above. All three
model analyses exhibit a moist bias especially in midtroposphere from 4000 to 6000mmsl. The lower skill of
NARR may be due to its insufficient vertical resolution (28 layers in the archived fields) compared to 40 layers in
NAM and 50 layers in ETA. Surface temperature and soil moisture in the three model analyses are similar;
however, the difference in soil temperature is very large. The deviation of ETA soil temperature from the
observation is as high as 4°C; while it is about 2°C in NARR. The deficiency of ETA and NARR in soil temperature
may contribute to the cold bias in both simulated surface and boundary layer temperature discussed earlier.
The large differences in the performance scores associated with different large-scale fields imply that the
initial/lateral boundary condition data have a significant impact on cold-pool simulation and are thus an
important factor to consider when interpreting CAP forecasts.

Although the NAM analyses provide better initial fields and subsequent simulation results compared to the
NARR and ETA analyses, the question is whether NAM analysis is adequate to describe the cold pool structure
and evolution. Addressing this question is beyond the scope of the current study, but it is unlikely that the

0 1 2 3 4
1

2

3

4

5

H
ei

gh
t (

km
 M

S
L)

RMSE Potential Temperature (K) 

0 0.5 1 1.5 2

RMSE Mixing Ratio (g kg−1) 

0 2 4 6

RMSE Wind Speed (ms−1) 

Figure 14. Vertical distribution of the root-mean-square error (RMSE) of the potential (left) temperature, (middle) mixing ratio,
and (right) wind speed for the seven sensitivity simulations as compared to the rawinsonde sounding profiles from KSLC.

Journal of Geophysical Research: Atmospheres 10.1002/2013JD020410

LU AND ZHONG ©2014. American Geophysical Union. All Rights Reserved. 1748



12 km resolution of NAMwould be sufficient in resolving the details of the terrain and the stable boundary layer
structure. An example of this is shown in Figure 15 where vertical profiles of potential temperature interpolated
to KSLC from the NAM analyses are compared to the profiles from various WRF runs and with the soundings
from KSLC. In all the cases, the NAM analyses show the least skill in reproducing the observed surface inversion
and boundary layer structure compared to the WRF runs.

Finally, the ability of the different runs to capture the inversion strength and its evolution during the CAP event
is assessed by looking at heat deficit, representing the heat that must be added to destroy an inversion [Silcox
et al., 2012; Whiteman et al., 1999]. The normalized heat deficit is calculated as

Q ¼ ∫
h

0
ρcp Th þ Γd h� zð Þ½ � � T zð Þf gdz J m�2

� �
(1)

where ρ is the air density, cp is the specific heat of air at constant pressure, Γd = 0.0098°Cm�1 is the dry adia-
batic lapse rate, h=1200m is the average height of the crest of the confining topography, and T(z) is air
temperature. The equation is applied to both the model results and the observations, computed hourly at
60m vertical resolution for the ISS site (Figure 1) in the center of the valley.

Figure 16 shows a comparison of the observed and the simulated heat deficit. The comparison was grouped by
PBL scheme and by large-scale data set to help isolate their contribution to the differences. The results show
that between the two PBL schemes, the heat deficit is, on average, little larger with the MYJ scheme compared
to that with the YSU scheme, indicating the strength of the simulated inversion by theMYJ scheme is somewhat
stronger than that simulated with the YSU scheme. The correlation between the MYJ simulated heat deficit and
the observed deficit is higher (0.72) compared to the correlation for the simulation with the YSU scheme (0.5),
suggesting that the MYJ scheme is a better choice when it comes to simulating temperature inversion and its
evolution. Between the two large-scale data sets, the simulation driven by NAMproduces heat deficit that tracks
the observed variation of the heat deficit more closely (correlation coefficient 0.82) than the simulation driven
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by NARR (correlation coefficient 0.60). This
is consistent with the overall statistical
comparison discussed earlier (Table 2). In a
recent study that examines the influence of
model parameterization schemes and ini-
tialization data sets on WRF simulation of a
squall line in Kentucky, it was found that a
slight preference goes to NAM, although
no clearly superior data set is identified
[Gaines, 2012].

5. Conclusion

In this study, the WRF model (version 3.0)
has been used to simulate a persistent
CAP episode observed from 12 to 15
December 2010 during the PCAPS
(Persistent Cold Air Pool Study) field cam-
paign in Utah’s Salt Lake Valley. The model
was configured with 500m horizontal grid
spacing, allowing adequate model de-
scription of the highly variable terrain in
the areas of the Salt Lake Valley. Sensitivity
tests were performed to help choose bet-

ter physical parameterization scheme and large-scale data sets for simulations of CAP events. Observations
from a network of surface meteorological stations, rawinsonde soundings, and wind profiler/RASS were used
to evaluate the ability of WRF to simulate the CAP characteristics.

The results show that WRF successfully simulated the valley boundary layer structure and evolution during this
CAP episode. WRFalso captured adequately the timing of the buildup and breakup of the persistent temperature
inversion. In addition, WRF reproduced the development of a midwinter lake breeze and its interaction with the
CAP. The lake breeze from the Great Salt Lake helps to recharge the CAPs in the Salt Lake Valley. The midwinter
lake breeze has lower wind speed and shallower depth compared to a lake breeze observed in autumn.

Process analyses using WRF has provided insight into the physical processes involved in the buildup, main-
tenance, and breakup of the temperature inversion. Warming of layers above the valley, the result of strong
synoptic-scale warm advection and subsidence associated with ridging, was shown to contribute to the
formation of the inversion. Regarding the breakdown of the inversion, process analysis showed that low-level
warm advection associated with the intrusion of strong southerly flows and simultaneous cooling above the

Table 2. Statistics for Observed and Simulated Surface Temperature, Mixing Ratio, and Wind Speed

T (°C) Q (g kg�1) Wind Speed (m s�1)

Experiment Name Category R Bias RMSE R Bias RMSE R Bias RMSE

NAM-MYJ-RUC Valley 0.67 0.33 2.29 0.63 �0.04 0.85 0.58 1.46 2.81
Nonvalley 0.73 0.37 2.28 0.60 0.58 1.30 0.22 0.45 1.86

NAM-YSU-RUC Valley 0.69 �0.86 2.49 0.31 0.02 0.81 0.56 1.64 2.94
Nonvalley 0.76 �1.16 2.48 0.46 0.22 0.51 0.16 0.16 1.86

NARR-MYJ-Noah Valley 0.68 �2.65 3.40 0.42 0.15 0.84 0.38 0.32 1.79
Nonvalley 0.61 �1.74 3.07 0.39 �0.17 0.62 0.23 1.18 2.23

NARR-MYJ-RUC Valley 0.73 �3.56 4.09 0.51 0.11 0.50 0.46 0.20 1.83
Nonvalley 0.53 �3.76 4.83 0.44 �0.07 0.50 0.28 0.60 1.82

NARR-YSU-RUC Valley 0.69 �3.18 3.88 0.40 �0.07 0.52 0.50 1.01 2.53
Nonvalley 0.58 �3.84 4.96 0.39 �0.27 0.59 0.14 0.06 1.62

NARR-YSU-Noah Valley 0.63 �1.91 3.13 0.54 �0.54 0.81 0.49 1.15 2.68
Nonvalley 0.64 �2.68 3.77 0.34 �0.25 0.74 0.16 0.36 1.97

ETA-YSU-Noah Valley 0.68 �3.05 3.76 0.54 �0.14 0.60 0.53 0.78 2.13
Nonvalley 0.52 �2.37 3.83 0.48 0.00 0.61 0.22 0.64 1.84
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valley associated with synoptic cold advection helped mix out the inversion in the valley and lift the subsi-
dence inversion near the top of the valley. Numerical experiments with/without solar insolation during the
inversion breakup indicate that the heating on the ground generated by the low-angle solar radiation in
midwinter is only sufficient for the removal of the near-surface inversion.

Comparisons of results from WRF simulations with various combinations of boundary layer schemes, land
surfacemodels, and large-scale forcing fields yielded similar results with regard to overall development of the
CAP episode, suggesting that the CAP characteristics are not very sensitive to the choices of these model
parameters. However, detailed analyses revealed considerable differences in the statistical measures of the
model performance (biases, RMSE, and correlations), and the results suggest that better results are achieved
when WRF is driven by high-resolution NAM fields compared to NARR or ETA fields and that the combination
of NAM fields, MYJ PBL scheme, and the RUC surface model appears to perform better overall.

Although previous numerical studies, such as Zhong et al. [2001], Billings et al. [2006], and most recently Wei
et al. [2013] also simulated persistent CAP episodes, these studies are limited by relatively coarse model
resolution and the availability of only routine observations for model validation. The availability of data from
an intensive field campaign designed specifically for CAP study allowed for more detailed analyses and
model comparison, especially in the boundary layer above the surface. The results from this study add to our
knowledge about CAP structure and evolution, the processes involved in its formation and destruction, the
ability of community mesoscale models in simulating these processes, and the influence of physical param-
eterization schemes and large-scale data sets on the mesoscale model simulations. Future work will involve
simulating more CAP cases under different conditions such as cloud cover and snow on the ground and
identify other physical processes that may be important for CAP.
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